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Preface

Preface

Nymi™ provides periodic revisions to the Nymi Connected Worker Platform. Therefore, some
functionality that is described in this document might not apply to all currently supported Nymi
products. The product release notes provide the most up to date information.

Purpose
This document is part of the Connect ed Wor ker Pl at f or m(CWP) documentation suite.

The Nymi Smart Distancing and Contact Tracing Installation and Configuration Guide provides
information about installing Smart Distancing and Contact Tracing (SDCT) components and
configuration options based on your SDCT and NES deployment.

Audience

This guide provides information to NES and Smart Distancing and Contact Tracing Administrators.
An NES and Smart Distancing and Contact Tracing Administrator is the person in the enterprise that
manages the Connect ed Wor ker Pl at f or mwith Smart Distancing and Contact Tracing solution
in their workplace.

Revision history

The following table outlines the revision history for this document.

Table 1: Revision history

4.0 February 4, 2022 Updates for CWP 1.2.1, which
include new content about Edge
Agentsinstallationsin aloca and
remote configuration

3.0 November 10, 2021 Updates for CWP 1.2

20 June 18, 2021 Updates for the Connected

Worker Platform 1.1.2 to include
information about how to encrypt
the truststore password in the
section "Installing and Running the
Contact Tracing Collection Agent”.
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Preface

Version

1.0

Date
May 03, 2021

Revision history

First version of this document

for the Nymi Connected Worker
Platform 1.1 release. This

update covers Smart Distancing
and Contact Tracing features,
installation, and deployment on the
CWP platform.

Nymi Connected Worker Platform Overview Guide

This document provides overview information about the Connect ed Wor ker Pl atform
(CWP) solution, such as component overview, deployment options and supporting documentation
information.

Nymi Connected Worker Platform NES Deployment Guide

This document provides the steps that are required to deploy the Nymi Enterprise Server (NES).
Thisinstallation usestheNym  Token Ser vi ce toinstall certificates that enable communication
between components. This document also provides information about deploying the Connected
Worker Platform in a Citrix or RDP environment.

Nymi Connected Worker Platform Administration Guide

This document provides information about how to usethe NES Admi ni strat or Consol e to
manage the Connect ed Wor ker Pl at f or m(CWP) system. This document describes how to
Set up, use and manage the Nymi Band™, and how to usethe Nym  Band Appl i cati on. This
document also provides instructions on deploying the Nymi Band Application and Nymi Runtime
components.

Nymi API C Interface Application and Developer's Guide

This document provides information about how to use the functionality that is available in the NAPI
that is part of the Connected Worker Platform.

Connected Worker Platform Release Notes

This document provides supplemental information about the Connected Worker Platform, including
new features, limitations, and known issues with the Connected Worker Platform components.

Nymi Connected Worker Platform Troubleshooting Guide

This document provides information about how to troubleshoot issues and the error messages that
you might experience withthe NES Admi ni st rat or Consol e, the Nymi Enterprise Server
deployment, the Nymi Band, and the Ny Band Appl i cati on.

If the Nymi software or hardware does not function as described in this document, contact your
administrator for immediate support. Alternatively, you can submit a support ticket to Nymi, or email
support@nymi.com

Copyright ©2021
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https://support.nymi.com/hc/en-us/requests/new
support@nymi.com

Preface

Feedback helps Nymi to improve the accuracy, organization, and overall quality of the documentation
suite. Y ou can submit feedback by using support@nymi.com
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Smart Distancing and Contact Tracing Overview

Smart Distancing and Contact Tracing Overview

Connect ed Wor ker Pl at f or mincludes many components, which together provide a Smart
Distancing and Contact Tracing(SDCT) container clustered service that addresses contact tracing, smart
reminders, and attestations requirements to support a safe workplace environment.

The following section provides an overview of the Connect ed Wor ker Pl at f or mwith the SDCT
service.

3
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Figure 1: Connected Wirker Platformw th SDCT Environment

Enrollment Terminal Terminal on which youinstall the Nym  Band
Appl i cati on. User accesstheNym  Band
Appl i cati on toenroll to aNymi Band. The Ny ni
Band Appl i cati on asoinstalsthe Ny mi
Runt i e application.

Contact Tracing Events When a user wearing an authenticated Nymi Band

staysin close proximity to another user wearing
an authenticated Nymi Band for approximately 15
cumul ative minutes over a 24-hour period.

User Terminal A thick or thin client that is used by a Nymi Band
user to perform daily tasks. When you install Ny i
Lock Control andNym Runti e on the user
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Smart Distancing and Contact Tracing Overview

terminal, users can lock and unlock the user terminal
with an authenticated Nymi Band.

The Edge Agents(EA) isinstalled on each user terminal
in the environment and establishes BLE communication
with Nymi BandsviaNym Bl uet oot h

Endpoi nt and the Nymi Agent servicesthat are
ingtalled by Nym  Runt i ne.

EA retrieves contact tracing data from Nymi Bands
within 3-4 meters of the user terminal. EA sendsthe
data to the Kafka processing system in the Kubernetes
cluster.

Provides container cluster deployment, orchestration,
scaling, failover and management for the SDCT
container clusters. The Kubernetes cluster includes:

» At least one master node and one or more secondary
nodes on which Zookeeper resides. Also referred to
asthe control plane. The control plane consists of
control plane master nodes that manage Kubernetes
controllers, such as replication controller, endpoint
controller, namespace controller, and service
accounts controller. A control plane may consist
of one or more master nodes (control plane master
nodes) to run across multiple computers for high
availability, however only one master node may be
active at atime.

» Three or more worker nodes on which the
brokers and Kafka reside. The worker nodes
run containerized applications and host pods
(components of an application's workload).

Each node consists of':

» kubelet, which ensures that containers are
running in apod

» kube-proxy, which directs network traffic to and
from pods

e container runtime, which runs the containers.

Each node is managed by the control plane.
Typically, there are several nodes in acluster, and a
pod typically has one container.

Zookeeper sends jobs to the brokers. SDCT
interacts with 5 servicesin the cluster: bootstrap,
broker-0, broker-1, broker-2, and Cont r act
Traci ng APl (CTAPI).

Copyright ©2021
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e Contact Tracing Service, which includes:

» CTAPI isthe part of Contact Tracing Service
that provides the contact tracing dashboard and
an API to access contact tracing graph data.

- Contact Tracing Processor isthe
part of Contact Tracing Service that generates
contact tracing graph data from contact tracing
events.

» Kafka, receives and processes contact tracing data
from EA. The Kafka processing system and the
Contact Traci ng Processor transform
contact tracing data and then send the data to the
CWP Database.

» Kafka Connect Cluster contains Kafka Connect
Nodes. Each Kafka Connect Node contains a
JDBCConnector.

» JDBCConnector uses Kafka Connect to store
authentication and temperature information events
in the CWP Database. The configuration of the
JDBCConnector determines how the information
that is retrieved from the Nymi Band (and published
on Kafka) is stored in the CWP Database.

Stores information about contact tracing, Nymi Band
authentication, temperature sensing, and Health
Attestation results that are received from CTCS.
Contact tracing data contains information from the
Nymi Enterprise Server for contact tracing purposes.

Provides the CWP Administrator with the following
tools to manage the SDCT environment.

 hash to create and manage the Kubernetes cluster.

* kubectl (AWS only) to manage the Kubernetes
cluster and services.

» Contact Tracing Dashboard, a web-based
application that allows you to visualize and
analyze contact tracing data from the CWP
Database for employees that are enrolled in the
Contact Tracing program. Use the Contact Tracing
Dashboard to view the relationships between
contact tracing events from different users. Contact
Tracing Dashboard retrieves eventsin the CWWP
Dat abase viaCTAPI .
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Prepare for Kubernetes and SDCT Deployment

Review the following sections for infomration about hardware, software, and firewall port requirements,
aswell as how to prepare the Kubernetes Administration Terminal and create the CWP Database.

This section describes the hardware and software requirements for Smart Distancing and Contact
Tracing.

* Microsoft SQL Server Management Studio
e  Windows 2016
e Windows 2019

Note: Refer to the Nymi Connected Worker Platform NES Deployment Guide for more information
about NES requirements and deployment information.

Review the following requirements for the user terminals on which you install Edge Agents.
e Supported Operating Systems:

*  Windows 10 64-bit
e TLS1.2enabled
» Oracle Java SE Runtime 8 32-bit or 64-bit (included in Oracle JDK 1.8.x)
e OpenSSL 1.1.1c and later
* Resides on the same domain as NES
» Root CA certificate for NES and Kafka

Review the following requirements for the user terminal that you use to access the Kubernetes cluster:

e OSthat supports kubectl and bash terminal, including Windows 10 64-bit with Linux Bash Shell
* Oracle JavaJDK 8 or later (32-bit or 64-bit)
» Javascript-enabled browser, such as Microsoft Edge, Google Chrome, Safari, or Mozilla Firefox

The requirements for the Amazon Linux 2 Kubernetes Cluster deployment include:
e Control plane node: AWS Elastic Kubernetes Services (EKS)
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Prepare for Kubernetes and SDCT Deployment

*  Worker node: EC2 instance with Amazon Linux 11 OS (ex. t3.xlarge, t4g.large), 4-core CPU, 16 GB
RAM, 512 GB SSD
» Sdf signed or CA-issued TLS certificates for Kafka and CTAPI .

Note: TLScertificate for CTAPI and Kafka can be the same, but the SubjectAlternativeNames must
include all of the FQDNs.

The Contact Tracing, Health Attestation and Temperature Alert features store datain a Microsoft SQL
database that supports TLS 1.2 and later.

The following Microsoft SQL versions are supported:

o SQL Server or SQL Server Express 2016
o SQL Server or SQL Server Express 2017
o SQL Server or SQL Server Express 2019

If your NES database is one of these supported versions, you can deploy the CWP Database on the SQL
server with the NES instance.

Note: SQL Server / SQL Express 2016 and SQL Server / SQL Express 2017 require a patch to provide
TLS 1.2 support. Microsoft provides more information.

CWP requires DNS or /etc/hosts file entries for the following components.

Note: nanespace isthe namespace of CWP and domai n isthe public domain name that you will
define for the KAFKA BROKER _PUBLI C_DQOVAI N environment variable.

Host Purpose

Kubernetes API Server Endpoint Required when joining a node to the cluster and by kubtctl,
should be the same as the server specified in ~/.kube/
admin.conf.

Kafka bootstrap server Can be any valid DNS name of your choice.

broker.nanmespace.svc.cluster.local For internal Kafka Client access to Kafka Bootstrap Server.

broker-0.broker.names pace.svc.cluster.local For internal kafka client access to kafka broker O.

broker-1.broker.namespace.svc.cluster.local For internal kafka client accessto kafka broker 1.

broker-2.broker.names pace.svc.cluster.local For internal kafka client access to kafka broker 2.

FQDN_CWP_web_server For web accesstotheHeal t h Check
Appl i cati on. The FQDN of the virtual server on which
theHeal t h Check Appli cati on Serviceresides.

Note: The FQDN that you choose must match the Subject
Alternative Name for the CWPWEB TLS certificate.
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FQDN_CTAPI For web access to the Contact Tracing Dashboard. The
FQDN of the virtual server on which CTAPI resides.

Note: The FQDN that you choose must match the Subject
Alternative Name for the CTAPI TLS certificate.

Load Balancers For a managed Kubernetes cluster in AWS or Azure, the
deployment process creates load balancers for the Kafka
bootstrap server, Kafka brokers, CTAPI andtheHeal t h
Check Appli cati on service. The DNS entries that
are required for the public | P addresses of the load balancers
differ based the configuration:

¢ When you use static | P addresses, define atype A record
for the I P address of the load balancer.

¢ When you use dynammic | P addresses, definea CNAME
record for the FQN of the load balancer.

Firewall Port Requirements

The following tables outline the port requirements for the Connect ed Wor ker Pl at f orm
components.

Table 2: Control Plane Nodes Firewall Port Requirements

TCP Inbound 443 Kubernetes Cluster
Dashboard service

TCP Inbound 6443 (overridable) Kubernetes API Cluster
server

TCP Inbound 2379-2380 etcd server client  kube-apiserver, etcd
Cluster

TCP, UDP Inbound 53 Core DNS Cluster

TCP Inbound 179 BGP routing Calico CNI

TCP Inbound 9500 Longhorn CS| Cluster

(for self-managed
Kubernetes Clusters

TCP Inbound 9090 Prometheus API Frontend
access

TCP Inbound 9100 Prometheus Node Cluster
Exporter

TCP Inbound 22 ssh remote access
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Table 3: Worker Nodes Firewall Port Requirements

TCP Inbound 10250 kubelet APl Sdlf, Control plane

TCP Inbound 10255 kubelet API read- Control plane
only

TCP Inbound 10256 Health check Control plane

TCP Inbound 179 BGProuting, for pod Pods
to pod networking

TCP Inbound 22 sshfor deployment administrators
and maintenance

TCP Inbound 30090-30094 Kafka Broker EA
(internal access)

TCP Inbound 31443 CTAPI Web service Client, Load

(external access) Balancer

Table 4: Load Balancer Firewall Port Requirements

TCP

Inbound

9092

Load balancer for
Kafka Broker

EA

TCP

Inbound

443

CTAPI Web service

Cont act
Traci ng
Dashboar d,

Heal t h Check
Applicati on,

NES Administrator
Console

Table 5: Kafka Connect Requirements

TCP Inbound 29092 JDBC Connector Worker Nodes,
Contact Tracing
Service
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Table 6: CWP Database Requirements

Protocol Direction Port Range Purpose
TCP Inbound 1443 SQL database JDBC Connector,
Contact Tracing
Service

The environment requires TL S certificates to gain secure access to the Kubernetes cluster, the
Contact Traci ng DashboardandtheHeal th Check Application.

Createa TL S certificate for Kafka.
Before you generate and install the TL S certicate, create a certificate that:

* Isin PKCS#12 format.

» Containsthe TLS certificate, the private key of the certificate, and the certificate of the signing
authority.

» Has extended key usage Server Authentication. (1.3.6.1.5.5.7.3.1) and Client Authentication
(1.3.6.1.5.5.7.3.2).

» Has subject aternative names that match the FDQNSs of the following internal and external Kafka
broker listeners:

* broker-0.broker.nanespace.svc.cluster.local
* broker-1.broker.nanespace.svc.cluster.local
* broker-2.broker.nanespace.svc.cluster.local
e nanespace-broker-0.domai n
* namnespace-broker-1.donai n
* namespace-broker-2.donai n

where:

* nanespace isthe namespace of CWP.

» domai n isthe public domain name that you will later define for the
KAFKA BROKER PUBLI C_DOMAI N environment variable.

Createa TLS certificates for the CTAPI andtheHeal t h Check Appli cati on Service.
Before you generate and install the TLS certificate, create a certificate that:

* Isin PKCS#12 format.
» Containsthe TLS certificate, the private key of certificate, and the certificate of the signing authority.
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The following section provides a high level overview of the deployment, installation and configuration
process.

1
2.

Review the required firewall ports, and update as required.

Install Nymi Runti me, Nym Bl uet oot h Endpoi nt,and Nynm Agent.

a) Install Nym Bl uet oot h Endpoi nt on the user terminal used to collect contact tracing data
from Nymi Bands.

b) Install Nym  Agent on the terminal used to access the Contact Tracing Dashboard (for
example, the server).
For users running Citrix or RDP, ingtall the Nym  Agent on the Contact Tracing server.

Install bash.exe (Ubuntu). Refer to Installing Bash on the Kubernetes Administration Terminal on

page 17.

Deploy an AWS with EKS Kubernetes Cluster. Refer to Deploy A Kubernetes Cluster in AWS

Using EKS on page 23.

Create the SQL database for Contact Tracing. Refer to Creating the CWP Database and tables on

page 19.

Prepare the Kubernetes environment for Contact Tracing services. This process involves obtaining

certificates and editing environment variables. Refer to Customize the Kubernetes environment for

SDCT on page 26.

a) Set up the service account password.

b) Instal TLS certificates for Kafkaand CTAPI. Refer to Preparing Certificates to install SDCT on
page 27.

c) Set up environment variables. Refer to ENV variables.

Encrypt passwords to Kubernetes components. Refer toEncrypting the Passwords for Kubernetes

Components on page 40. Verify that the passwords in the env file are updated.

Launch Kubernetes (refer to Launching the Kubernetes Environment on page 40), then ensure
the Kubernetes cluster is running.

kubect| get pods -A

Install Edge Agent s (EA) on adomain-joined (NES) terminal. Refer to .Installing and Running
the Contact Tracing Collection Agent. You will need to:

a) Encrypt the SASL username and password.

b) Encrypt the truststore password.

¢) Update TLS certificates.

d) Update the edge _agents.conf file to include the newly encrypted username and password.

e) Install EA and configure the environment variables.

10.Enable SDCT componentsin Nymi Enterprise Server.

On Nymi Enterprise Server, go to the NES Administrator Console and enable Smart Distancing and Contact
Tracing.
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Prepare for Kubernetes and SDCT Deployment

11.Update the configuration settings on the Nymi Bands by having Nymi Band users log into Nymi
Band Application.

If you do not have a Linux system, install Linux Bash shell on a user terminal in your environment that
will act as the Kubernetes Administration Terminal.

Before you perform these steps, ensure that Oracle JDK 8 or later isinstalled on the terminal.
The following procedure describes how to install Linux Bash Shell on a Windows 10 machine.
Note: You will need to restart the computer to apply changes to the terminal.

1. Log into Windows as an administrator.
2. GotoPrograns and Feat ures.
Start > Control Panel > Prograns > Prograns and Features

3. Select Turn W ndows Features On or Of.
A window appears with alist of Windows features.

4. Select Vi rtual Machi ne Pl at f or mand W ndows Subsystem for Li nux, andthen
click OK.
Windows will search for and install the required files. Restart the terminal to apply the changes.

5. Perform the following steps to obtain Ubunt u fromtheM cr osoft Store.
a) Fromthe St art menu, typeM crosoft Store,andthenselect M crosoft Store.
b) Inthe Sear ch field, type Ubunt u.
¢) Fromthelist of apps that appear. select the Ubunt u application without the version number.

Note: The Ubunt u application without the version number contains the most recent version. Y ou may
choose an earlier version if it is more applicable for your system.

d) Click Get .
A window appears that prompts you to sign in. Y ou may skip this by closing the pop-up window.
The Ubunt u application downloads in the background.

€) When complete, click Launch.
An Ubunt u windows appears and installs Ubuntu.

f) AttheEnter a new UNI X user name prompt, type a new username.

g) AstheNew passwor d and Ret ype new password prompt, type a password for the user.
6. FromtheM crosoft Store, searchfor theW ndows Ter m nal application.
7. Click Get

The W ndows Ter mi nal applicationinstalls.
Toopenbash, gotothe St art menu and type bash.

Alternatively, you can open W ndows Ter ni nal , click on the dropdown arrow from the top tool bar,
and then select W ndows Power shel | or Ubunt u.
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Y our Nymi Solution Consultant provides you with packages that contains several files and scripts to
assist you in the SDCT and Kubernetes configuration and deployment.

» edgeagents-x64.u. v+wx- yz. zi p - Contains the filesto deploy and configure EA on the User
Terminal/Collection Agent.

e cwp-deployment-1.2.u. bc - Contains the files to deploy and configure CWP in the Kubernetes
cluster.

* cwp-deployment-update-1.2.u. bc - Contains the files to update CWP in the Kubernetes cluster.

1. Download and extract the edgeagents-x64.v+wx-yz. zi p packageto acentral location that is
accessible to the user terminals.
The edgeagentsfolder is created.

2. For anew install, download and extract the file cwp-deployment-1.2.v. bc to acentral location
that is accessible to the Kubernetes Administration Terminal, and then copy to the folder to the
Kubernetes Administration Terminal.

For example, the cwp-deployment-1.2.X.y folder is created that contains the cwp and deployfolders.
Note: The folder in which you extracted the CWP 1.2 installation package is referred to as the CWP 1.2
deployment folder (CWP_12 depl oynent _f ol der ) inthisguide.

3. For an upgrade, download and extract the file cwp-deployment-update-1.2.v. de to acentral
location that is accessible to the Kubernetes Administration Terminal, and then copy the folder to the
Kubernetes Administration Terminal.

For example, the cwp-deployment-update-1.2.x.y folder is created that contains the the cwp and kube
folders.

Note: Thefolder in which you extracted the CWP 1.2 upgrade package is referred to as the CWP 1.2
deployment folder (CWP_12 depl oynent _f ol der ) inthisguide.

Throughout the deployment process, you will perform configuration tasks that you will be required to
remember later on.

Use the following table to keep track of values for variables that you define during the deployment.

Table 7: Environment Variable Values

Variable Name When Used Value

CT_DB_CATALOG The SQL database name for
contact tracing. Required when you
configure the .env file.

CT_DB_USERNAME Required when you configure the
.envfile.
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Variable Name When Used Value
CT_DB_PWD Define this value when you run the
init-crypto script.
CT_DB_INSTANCE Required when you configure the
.envfile,
KAFKA_BROKER The public domain. Required when
PUBLIC DOMAIN you configure the .env file.

Before you deploy CWP, prepare the SQL database.

Perform the following stepsin SSMSto create the CWP Dat abase and tables, and then ensure that
CTAPI can to connect to the NES and SQL database.

» Ensurethat the extracted CWP deployment package isin acentral location.

Perform the following steps on a machine that has SSM S installed and has access to the NES database
server.

1. Navigatetothe CWP_12 depl oynent _f ol der \cwp\ctprocessor folder in the shared location,
and then copy the the ct-mssgl.sql file to alocal directory.

2. Navigatetothe CWP_12 depl oyrent _f ol der \kafka-connect\config folder in the shared
location, and then copy the auth-mssql.sql fileto alocal directory.

Open SSMS, and then login to the SQL Server.

Right-click the SQL instance, and the select Pr operti es.

Inthe Cbj ect Expl orer,select Security

Select SQL Server and W ndows Aut henti cati on Mde, and then click OK.
Inthe Gbj ect Expl or er right-click Dat abases, and the select New Dat abase.
Name the database Cont act Tr aci ng, and then click OK.

Record the value that you specify in the SDCT Variablestable for the variable CT_DB CATALOG
9. Inthe Obj ect Expl orer,gotoSecurity > Logins.

10.Right-click Logi ns and click New Logi n.
ALogi n - Newwindow appears.

11.0nthe Gener al page, perform the following actions.
a) Specify alogin name.
Record the value that you specify in the SDCT Variables table for the variable CT_DB_USERNAME.
b) Click SQL Server authenti cati on and enter a password.
Record the value that you specify in the SDCT Variables table for the variable CT_DB_PWD

© N o A~ ®

Copyright ©2021 Nymi Connected Worker Platform Smart Distancing and Contact Tracing - Installation and Configuration Guide v4.0 19



Prepare for Kubernetes and SDCT Deployment

12.0ntheUser Mappi ng page, perform the following actions.
a) Inthe Map column, select the checkbox beside the CWP database, that you created previoudly.

b) Inthe Dat abase rol e menbershi p for CWP section at the bottom of the window, select
db_owner and leave the default selection publ i ¢ enabled.

c) Click OK.
13.FromtheFi | e menu, select Open > Fil e. . ., navigateto folder that contains the ct-mssgl.sql

script file that you downloaded, and then click Open.
The script opensin the query window.

14.0n the menu bar, click Execut e.
The script creates atable for Contact Tracing proximity events with the username and password that you
specified previoudly.
The script creates the dbo.CovidContacts table.

15.FromtheFi | e menu, select Open > Fil e. . ., navigateto folder that contains the auth-mssgl.sql

script file that you downloaded, and then click Open.
The script opens in the query window.

16.0n the menu bar, click Execut e.

The script creates the SQL table for authentication events with the username and password that you specified
previously.
The script creates the and dbo.Authinfo table.

17.Close SSMS.

The following figure shows SSMS with the new CWP Dat abase and the Message window after
successfully executing the ct-mssgl.sql script.
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,_5; ct-mssqgl.sgl - EV3-UAT-SRV2\SQLEXPRESS.ContactTracing (EV3-UAT-LAB\ev3-uatadmin (53)) - Microsoft SQL Server Management Si

File  Edit

View  Project  Tools

Window  Help

MR Il ct-rmssqlsgl - EV3-Lhev3-uatadmin (33)) 2 X
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| | Execute
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Connect~ ¥ *¥ ¢ o+
= @ EV3-UAT-SRV2\SOLEXPRESS (SOL Server 14.0.1000 - EV3-U,
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+

Systern Databases
Database Snapshots

+ @ Mymines
+ @ Myminesadmin
= @ ContactTracing

Database Diagrams

+ Tables
+ Views
+ External Resources
T Synonyms
+ Programmability
+ Service Broker
+ Storage
+ Security
+ Security
+ Server Objects
+ Replication
+ PolyBase
+ Management
+

XEvent Profiler

@ | |2 -c-|@| -]z P
| | | | | % -

USE [ContactTracing]

G0

JrEFEES Object: Table [dbo].[CovidContacts] script Date: 2821-84-17 2
SET ANSI_NULLS ON

(]

SET QUOTED_IDENTIFIER ON

G0

IF NOT EXISTS (SELECT * FROM sys.objects WHERE cobject_id = OBJECT_ID(N'[d
BEGIN
CREATE TABLE [dbo].[CovidContacts](
[source_mac] [char](12) NOT NULL,
[remote_mac] [char](12) NOT NULL,
[create_time] [bigint] MOT NULL,
[rssi] [float] NOT NULL,
CONSTRAINT [PK_CovidContacts] UNIQUE NONCLUSTERED
{
[source_mac] ASC,
[remote_mac] ASC,
[create_time] ASC
JWITH (PAD_INDEX = OFF, STATISTICS_NORECOMPUTE = OFF, IGNORE_DUP_KEY = OF
) ON [PRIMARY]

END

G0

SET ANSI_PADDING OM

G0

JrEFFEX Object: Index [IX covidcontacts source] Script Date: 2821-84-
- 4

@i Messages

Commands completed successfully.

Completion time: 20Z1-0&-30T17:51:07.3808258-04:00

Figure 2: SSMB with Contact Traci ng Dat abase

Creating Tables for Health Attestation and Temperature Alerts

If your environment uses the Health Attestation and Temperature Alerts features, run the Nymi-
provided SQL scriptsto create the appropriate tables.

» The user that creates the database must have db_owner or db_ddladmin privilege to the CWP
Dat abase.

» Ensurethat the extracted CWP deployment packageisin a central location.

Perform the following steps from a computer that has SSM S installed and access to the SQL Server with
the CWP Dat abase.
1. Open SSMS and connect to the SQL server.

2. Navigatetothe CWP_12 depl oynent _f ol der \cwp\cwpweb\config folder in the shared
location.

3. Copy the mssgl.sql fileto local directory.
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Navigate to the CWP_12_depl oynent _f ol der \cwp\kafka-connect\config folder in the shared
location.

Copy the temp-mssgl.sql fileto alocal directory.
In the local directory, double-click on the mssgl.sql file.
A new query window appears.

Click the Execut e button.
The script creates the dbo.NymiAttestationlnfo and dbo.JwtStore tables.

In the local directory, double-click on the temp-mssgl.sql file.
A new query window appears.

Click the Execut e button.
The script creates the dbo.NymiTemplnfo table.

Ensure that the TCP/IP is enabled fo the SQL instance.
Perform the following actionsinthe SQL Server Confi gurati on Manager application.

1

© N o A~ LWDN

In the left navigation pane, expand SQL Ser ver Networ k Confi gurati on, and then select
the appropriate Protocols for the SQL Server option.

In the right pane, select TCP/IP, and then right-click and select Enabl ed.
Double-click TCP/ I P.

Inthe TCP/ | P Properti es window, selectthel P addr esses tab.
Navigate to the | PALL section, and then for the TCP port value, type1433.
Click OK, and then click Appl vy.

On the prompt to restart the SQL services, click OK.

Restart SQL server services.
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Kubernetes Deployment

To implement Smart Distancing and Contact Tracing, you must deploy a Kubernetes cluster with at
least physical computer or virtual machine that acts as the worker node.

For high availability, the number of control plane master nodes that you require depends on how the
ETCD cluster is deployed. There are two choices:

» Inastacked Kubernetes production environment with bundled ETCD cluster. There must be at |east
3 control plane master nodes.

* InaKubernetes environment that uses an external ETCD cluster. There must be at least 2 control
plane master nodes.

Note: ETCD isan open source distributed key-value store that manages data for Kubernetes. ETCD isa
guorum based system. The number of nodes required in an N-node cluster isN/2 + 1.

Table 8: Number of Nodes Required for High Availability

| O]l |l WDN
Al W] W NN
NIN|FR]PF,] O

Deploy A Kubernetes Cluster in AWS Using EKS

The following diagram provides an overview of the CWP Kubernetes cluster deployment architecture
for AWS EKS.
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Kubernetes deployment in AWS with EKS includes the following steps:

1. Createa AWSVPC for EKS Cluster
2. Createa ESK Cluster

Note: Itisvery important to keep the env file after the deployment. It contains crucial parameters
required for removing the cluster and VPC.

To create an EKS cluster, you require an available VPC.

The VPC should include subnets across multiple available zone in the respective AWSregion. In a
production environment, consider using 3 or more availability zones when possible.

The VPC may include both public and private subnets. The following table summarize the subnet
configurations:

Table 9: VPC Subnet Configurations

Subnet Configuration Detail Application

Both public and private subnets Public subnet for ELB and Private Internet facing
subnets for EKS worker nodes

Public subnets only Public subnet for ELB Internet facing
and EK S worker nodes

Private subnets only Private subnets for the EKS Not for internet facing
worker nodes. This configuration
requiresaNAT Gateway to
allow nodes to access internet

Perform the following steps to create the Kubernetes client when using AWS.

1. On the Kubernetes Administration Terminal, open abash terminal and change to the
CWP_12_ depl oynent _f ol der /deploy/kube/client folder.

2. Type./init-client -a aws-region -c cluster name
Where:

e aws- r egi on definesthe AWS region where the cluster resides.
e cl ust er nane definesthe name of the EKS cluster.

Perform anew VPC deployment by using thecr eat e- vpc script.
Perform the following steps on the designated initial master node.

1. On the Kubernetes Administration Terminal, open a PowerShell or bash terminal and change to the
CWP_12 depl oynent _f ol der /deploy/kube/init/aws folder in the shared location.
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2. Type./create-vpc -region aws-region [-public] [-private] [-cidr
net wor k_Cl DR

where:

e -aws-regi on - Definesthe AWS region on which to create the VPC.

* -public - Creates a public subnet in each availability zone, up to a maximum of 3 availability zones may be
used

e -private - Creates a private subnet in each availability zone, up to a maximum of 3 availability zones may
be used

« -cidr net wor k_Cl DR - Definesthe network CIDR of the VPC. It is recommended to use aclass A
private network CIDR with 16 bit blocks.

For example, the following command creates a VVPC with private subnets in the designated region us -
east-2:./create-vpc -region us-east-2 -private -cidr 10.120.0.0/16

This command distributes the network CIDRs of the subnet according to the size of the CIDR blocks on the
VPC. The size of the network CIDRswill be 1/16 of the size of the VPCs.

Create anew EKS cluster by using thecr eat e- ¢l ust er script:
Perform the following steps on the designated initial master node.

1. Openabash terminal and changeto the CWP_12 depl oynent _f ol der /deploy/kube/init/aws
folder.

2. Type./create-cluster [-public] [-private] -adnmin|-a
kuber net es_adnmi n

where:

e -publi c - Isspecified if the respective VPC has public subnet.
e -privat e - Isspecified if the respective VPC has private subnet. This also enables- publ i c.

« kuber net es_adm n - Defines the Kubernetes administrator account that manages the Kubernetes
cluster. Y ou can define any valid account name. The default valueiskube- admni n.

For example,

» To create an EKS cluster with a VPC that has both public and private subnets, type. / cr eat e-
cluster -private

¢ To create aVPC with only public subnets, type. / cr eat e- cl uster -public
AWS EKS automatically creates an Elastic Load Balancing (ELB) for a LoadBalancer type service.
An AWS Network Load Balancer at layer 4 of the OSI model 1oad balances the network traffic.

you can use an Ingress controller instead of an external load balancer. This guide does not document the
use of an ingress controller.

Perform the follow stepsto customize the Kubernetes environment.
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SDCT requires TL S certificates to secure communications.

Perform the following steps on the Kubernetes Administration Terminal.

1. Copy the CTAPI TLS certificates (PKCS12) into the CWP_12 depl oynent _f ol der /cwplcerts
folder, and then rename the certificatefiletot | s. pf x.

Note: The deployment script will extract valuesfort | s. crt andt | s. key from the certificate.

2. Copy the Kafka TL S certificate (PKCS12) into the CWP_12_depl oynent _f ol der /cwp/certs
folder, and then rename the Kafka certificate fileto kaf ka-t | s. pf x.

When you run the ./init-crypto script, you are prompted to specify the TL S certificate password.

Nymi-supplied scripts create the environment based on variables that you define in the .env file.

The .env contains environment variables that are common to all environments. The file .env includes
the credentials and |P addresses of the domain, NES, and the Contact Tracing Dashboard. Refer to the
SDCT Variables table for the values that you recorded during the SQL database and domain setup.

1. On the Kubernetes Administration Terminal, in Windows Explorer, navigate to
CWP_12_ depl oynent _f ol der \deploy\kube folder.

2. Edit the .env file and configure the values to match your environment.

The following table summarizes the general configuration variables.

Specifiesthe list of CWP components to deploy.
The default valueis

=(zookeeper broker ctapi ctprocessor cwpweb kafka-
connect)

Specifiesthe URL that an NES Administrator usesto
accesstheNES Adm ni strator Consol e
in aweb browser.

Specify the value in the format

htt ps://nes_i p_address/service_na
Y ou can aso find these values by running the NES
installer on the NES server, and then selecting the
Revi ew Setti ngs tab.

For example:

=https://10.0.4.167/nes

Specifiesthe LDAP protocol that used in the domain,
| dap or | daps.
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Specifies the port on which Kubernetes uses to
connect to the domain. Type 389 for LDAP or 636
for LDAPS.

Specifies the | P address of the Active Directory
domain controller.

Specifies the base Distinguished Name (DN) to use
to search LDAP. Thefirst DC should be the Active
Directory domain (ie. CORP_LDAP_DOMVAI N.

For example:

="DC=ga-lab,DC=local"

Specifies the LDAP group that has accessto AWS.
The default value is Domain Users, which you can
change if necessary.

Specifies the LDAP group that contains users that
require administrator access to the Cont act
Traci ng Dashboard.

Specifies the name of the Health and Safety AD
group. Use commas to separate multiple group
names.

Note: Usersin this group have administrator access
to the Health Check Application.

Specifies FDQN of the Active Directory domain in
which NES resides.

For example:

=ga-lab.local

Specifies the service account, which isan Active
Directory domain account that is a member of the
NES administrator group.

For example:

=adeed

Specifies the DN of the CORP_LDAP_USER that is
used by LDAP.

The format should consist of the name of an object
and the LDAP designator.
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For example:

="CN=adeed,CN=Users,DC=ga-lab,DC=local"

Specifies password of the service account. Do

not type avalue for this variable. Theinit-crypto
command will encrypt the password and update the
file with the appropriate value.

This value is dependent on the NES certificate trust.

If thisvalueis O certificate validation is disabled for
TL S connections. Nymi recommends that you specify
avaueof 1.

The following table provides information on the configuration parameters that are specific to Kafka. Modify
valuesif your configuration uses values that differ from the default.

Required. Specfies the public domain for the
Kubernetes cluster, to allow machines that areon a
different domain from the Kubernetes cluster, access
to the Kubernetes cluster. Y ou can obtain this value
from the SDCT Environment Variables

Specifies the Kafka broker listener port for external
client. The default valueis

=9092

Specifies the Kafka broker listener port for internal
client. The default value is

=29092

Specifies the Kafka broker listener port between
broker instances. The default valueis

=9095

Specifies the node port on which the kafka broker
bootstrap service connects to the external load
balancer. The default valueis

30090
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Specifies the Kafka broker listener protocol in the
Kubernetes cluster. The default valueis

=SSL

Specifies the Kafka broker listener protocol outside
the kubernetes cluster. The default value is

=SASL_SSL

Specifies the Kafka broker listener protocol between
the broker instances. The default valueis

=SSL

Specifies the Kafka broker TLS certificate keystore

password. Do not type avalue for this variable. The
init-crypto command will encrypt the password and
update the file with the appropriate value.

Specifies the Kafka SASL admin password. Do

not type avalue for this variable. Theinit-crypto
command will encrypt the password and update the
file with the appropriate value.

Specifies the CT Processor password. Do not type
avalue for thisvariable. The init-crypto command
will encrypt the password and update the file with the
appropriate value.

Specifiesthe Edge Agent s password. Do

not type avalue for this variable. Theinit-crypto
command will encrypt the password and update the
file with the appropriate value.

Bootstrap node port. The default valueis

30090

Comma separated list of secure protocols. The default
valueis

TLSv1.3,TLSv1.2
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Lists the cipher suites. Leave the default value

"TLS ECDHE_ECDSA_WITH_AES 256 GCM_SHA38}
TLS ECDHE RSA_WITH_AES 256 GCM_SHA384,
TLS ECDHE_ECDSA_WITH_AES 128 GCM_SHA256|
TLS ECDHE_RSA_WITH_AES 128 GCM_SHAZ256,
TLS ECDHE_ECDSA_WITH_CHACHA20_POLY 1305 |
TLS ECDHE RSA_WITH_CHACHA20 _POLY 1305 SH

TLS DHE RSA_WITH_AES 128 GCM_SHA256"

CPU request for Kafka-connect.

Defines the memory request for Kafka-connect.

Defines the CPU limits for Kafka-connect.

Defines the memory request for Kafka-connect.

SHA256,

A256,TLS Dt

The following table provides information about the variables that you defined when you configured the CWP
Dat abase. Usethe SDCT Variables table to obtain the values that are specific to your environment.

Specifiesthe |P address of the machine that is hosting
the CWP Database.

For example:

=10.0.4.102

Specifiesthe port for the SQL database. The default
valueis

=1433

Specifies name of the SQL instance, on which you
created the CAWP Dat abase.

For example:

=SQLEXPRESS
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Specifies the location of the Cont act Tr aci ng
catalogue, where various schema and mappings are
kept in an SQL environment. This value is the name
that you specified for the CWP Dat abase.

For example:

=ContactTracing

The SQL server schemafor the CWP Dat abase.
If thisis not particularly defined, use the defaullt,
dbo.

=dbo

Specifies the SQL username to useto log into the
CWP Dat abase.

For example:

=ct sa

Specifies password of the SQL database user. The
init-crypto script prompts you for this password and
then encrypts the password. It is not necessary to type
the password.

Specifies the location of the TLS signing CA
certificate.

Determinesif the script should skip Certificate
verification. Acceptable values are True or False.

Specifes the port on which the Health Check
Application connects to the CWP Database. The
default value is 443.

The environment variables defined in these file provides values to the ConfigM aps that are used by the
CWP components. ConfigMaps are defined in kube/cwp/base.in/config.yml folder.

Nymi-supplied scripts create the environment based on variables that you define in the .prod-env file.

The .prod-env contains environment variables that are customer environment-specific.

1. On the Kubernetes Administration Terminal, in Windows Explorer, navigate to
CWP_12_depl oynent _f ol der \deploy\kube folder.

Copyright ©2021

Nymi Connected Worker Platform Smart Distancing and Contact Tracing - Installation and Configuration Guide v4.0 32


https://kubernetes.io/docs/concepts/configuration/configmap/

K ubernetes Deployment

2. Edit the .prod-env file and configure the values to match your environment.

The following table summarizes the general configuration variables.

Defines the global namespace. Leave the default
value cwp.

Defines the global namespace. Leave the default
value production.

Specifies the docker hub repositories where images
for the respective environment are stored. L eave this
variable undefined.

Definesthe internal port on which Kafka connects to
the boostrap server. Leave the default value

broker.${ CWP_NAMESPACE} .svc.cluster.local:
${KAFKA_BROKER_INTERNAL_PORT}

Note: The
KAFKA BROKER | NTERNAL _PORT is defined
inthe .env file.

Defines the Zookeeper servers in the Kubernetes
cluster. Leave the default value

""zookeeper-0.zookeeper.
${ CWP_NAMESPACE} .svc.cluster.local:2888:3888;

zookeeper-1.zookeeper.${ CWP_NAMESPACE}

.svc.cluster.local:2888:3888;zookeeper-2.zookeeper .
${CWP_NAMESPACE} .svc.cluster.local: 2888:3888"

Specifies the number of initial Zookeeper replicas.
The default valueis 3.

Specifies the number of initial Kafkareplicas. The
default value is 3.

Specifies the number of initial Verne replicas. The
default valueis 3.

Specifies the number of initial Web replicas. The
default valueis 1.

Specifies the number of initial CT replicas. The
default valueis 3.

Specifies the maximum number of initial Zookeeper
replicas. The default valueis 6.
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Specifies the maximum number of initial Kafka
replicas. The default valueis 9.

Specifies the maximum number of initial Verne
replicas. The default valueis 9.

Specifies the maximum number of initial Web
replicas. The default valueis 9.

Specifies the maximum number of initial CT replicas.
The default valueis 9.

Defines the minimum number of Zoopkeeper replicas
to always have available. The default valueis

$(($ZOOKEEPER_REPLICAS/2 + 1))

Defines the minimum number of Zoopkeeper replicas
to always have available. The default value is

$((BKAFKA_REPLICAS/2 + 1))

Defines the minimum number of Verne replicas to
aways have available. The default valueis

$(($VERNE_REPLICAS/2 + 1))

Specfies the minimum number of Web replicasto
aways have available. The default valueis 1.

Specifies the minimum number of CT replicasto
aways have available. The default valueis 1.

Specifies the persistent volume size for Zookeeper
data. The default valuesis

8Gi

Specifies the persistent volume size for Kafka data
The default valuesis

32Gi
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Specifies the persistent volume size for Verne data.
The default valuesis

8Gi

Specifies the persistent volume policy to reclaim
disk space. Supported values are Delete, Retain or
Recycle. The default valueis

Delete

Note: Most systems do not support Recycle.

Specifies the number of hours to retain the Kafkalog
file entries. The default valueis

1

The default valueis

3

The default valueis

3

The default valueis

1

The default valueis

$((KAFKA_TOPIC_MULTIPLIER*KAFKA_REPLICAS
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The following table summarizes variables that control the resource regquests and limits.

Specifies the amount of CPU initially requested by
Zookeeper in milliCPUs. The default valueis

100m

Specifies the amount of memory initialy requested
by Zookeeper in mebibytes. The default valueis

512Mi

Specifies the maximum amount of CPU that
Zookeeper can request in milliCPUs. The default
valueis

200m

Specifies the maximum amount of memory that
Zookeeper can request in mebibytes. The default
valueis

1024Mi

Specifies the amount of CPU initially requested by
the Zookeeper Broker in milliCPUs. The default
valueis

1000m

Specifies the amount of memory initialy requested
by the Zookeeper Broker in mebibytes. The default
valueis

1024Mi
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Specifies the maximum amount of CPU that the
Zookeeper Broker can request in milliCPUs. The
default valueis

2000m

Specifies the maximum amount of memory that the
Zookeeper Broker can reguest in mebibytes. The
default valueis

4096Mi

Specifies the amount of CPU initially requested by
Vernein milliCPUs. The default valueis

1000m

Specifies the amount of memory initialy requested
by Verne in mebibytes. The default valueis

1024Mi

Specifies the maximum amount of CPU that Verne
can request in milliCPUs. The default valueis

2000m

Specifies the maximum amount of memory that the
Verne can request in mebibytes. The default valueis

4096Mi

Specifies the amount of CPU initially requested by
the CTProcessor in milliCPUs. The default valueis

200m
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Specifies the amount of memory initialy requested
by CTProcessor in mebibytes. The default valueis

2564Mi

Specifies the maximum amount of CPU that
CTProcessor can request in milliCPUs. The default
valueis

1500m

Specifies the maximum amount of memory that the
CTProcessor can request in mebibytes. The default
valueis

1024Mi

Specifies the amount of CPU initially requested by
Kafka Connect in milliCPUs. The default valueis

100m

Specifies the amount of memory initialy requested
by Kafka Connect in mebibytes. The default valueis

2564Mi

Specifies the maximum amount of CPU that Kafka
Connect can request in milliCPUs. The default value
is

1000m

Specifies the maximum amount of memory that the
Kafka Connect can request in mebibytes. The default
valueis

512Mi
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Specifies the amount of CPU initially requested by
CTAPI inmilliCPUs. The default valueis

100m

Specifies the amount of memory initialy requested
by CTAPI in mebibytes. The default valueis

245Mi

Specifies the maximum amount of CPU that CTAPI
can request in milliCPUs. The default valueis

1000m

Specifies the maximum amount of memory that the
CTAPI can request in mebibytes. The default value
is

2048Mi

Specifies the amount of CPU initially requested by
CWWeb in milliCPUs. The default valueis

200m

Specifies the amount of memory initialy requested
by CWWweb in mebibytes. The default valueis

512Mi

Specifies the maximum amount of CPU that CWWeb
can request in milliCPUs. The default valueis

1000m
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Specifies the maximum amount of memory that the
CWWeb can request in mebibytes. The default value
is

2048Mi

3. Savethefile.

The logging environment variables are described in the Troubleshooting chapter.

An RSA key pair protects the password of the Active Directory account that is used asa Connect ed
Wor ker Pl at f or mservice account.The password is encrypted using the public key and is stored in
the env file. The private key is passed to the CWP containers for decrypting the password.

This section describes the instructions to harden the passwords that are contained in the env file and
accessed during installation of the Kubernetes components.

Note: Run the ./init-crypto script, beforeyou runthe. / cwp env_nane up command.

Ensure that you only run the init-crypto script once, unless the .env and certs directory is overridden.

1. On the Kubernetes Administration Terminal, open abash terminal, and then change to the ../deploy/
kube directory.

2. Type./init-crypto env_nane.

3. When prompted, specify the password for each Kubernetes component.

The script encrypts the following passwords and storestheminthe/ conkeyr ef =" pr od_nanes/
cwp_depl oy" /deploy/kube/.env environment variable file:

+ CORP_LDAP_PASSWORD - Password used to log into the NES Administrator Console.

+ KAFKA SSL_KEYSTORE_PASSWORD - Kafka broker TL S certificate keystore password.
+ KAFKA SASL_ADM N _PASSWORD - Kafka SASL admin password.

« KAFKA SASL CTPROCESSOR PASSWORD - Kafka password for the CT Processor.

« KAFKA SASL_ CTCA PASSWORD - Kafka password for the EA.

Ensure that the extracted CWP installation package has been copied to the Kubernetes Administration
Termina.

The instructions in this section enables you to launch the Kubernetes environment with 3 nodes.

1. On the Kubernetes Administration Terminal, open abash terminal, and then change to
CWP_12 depl oynent _f ol der /deploy/kube folder.
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2. Initialize the client by typing one of the following commands:
* For bare-metal deployments, type. /i nit-client -m user @mst er - node
Where:

+ mast er - node isthe address of theinitial master node
e user isauser onthe node.
» For AWSdeployments, type. /init-client -a aws-region -c cluster name

Where:

e aws-r egi on isthe AWS region where the cluster resides, and
» cl uster nane isthename of the EKS cluster
3. Update the environment by typing. / cwp updat e prod update

4. Launch the environment by typing . / cwp prod up.

After you launch the Connect ed Wor ker Pl at f or mplatform and terminate the respective
containers, ensure that you save the contents of the following data folders under the host(s):

 runtime/kafka/data/kafka.
* runtime/zookeeper/data/Zookeeper .
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Nymi offers a smart distancing and contact tracing solution that will allow users to accurately track
contact events and encourage social distancing behavior.

To implement the Smart Distancing and Contact Tracing (SDCT) functionality, you will install the Edge
Agents(EA) on each user terminal in the environment and use the NES Administrator Console to enable
settings in the NES active palicy.

Nymi offers a smart distancing and contact tracing solution that will allow users to accurately track
contact events and encourage social distancing behavior. Smart Distancing and Contact Tracing (SDCT)
functionality is enabled through the NES Administrator Console.

Smart Distancing and Contact Tracing enables the Nymi Band to scan for other authenticated Nymi
Bandsin vicinity. When two or more Nymi Bands remain in close proximity of each other for 5
consecutive minutes, each Nymi Band logs a proximity event. Proximity events are sent to the SDCT
services for analysis. When a Nymi Band reports 3 proximity events (cumulative total of 15 minutes)
with another Nymi Band over a 24-hour period, a contact event isrecorded inaCWP Dat abase.
Optionally, you can configure the Nymi Band to generate smart distancing reminders. When users are
in close proximity of each other for 5 minutes, a smart distancing reminder causes the Nymi Band to
vibrate and display a message to the users advising them to maintain social distancing.

Perform the following steps to enable the Smart Distancing and Contact Tracing functionality on the
Nymi Band during enrollment. ThisincludesSrmart Di st anci ng Reni nder s and contact tracing
event collection.

Log into the NES Administrator Console with an account that is an NES Administrator.
On the navigation bar, click Pol i ci es.
Inthe Pol i ci es window, select the active policy.

SelecttheSnart Di st anci ng and Contact Traci ng option.
TheSmart Di stanci ng Remi nder s option appears.

5. Sedlect Smart Di st anci ng Remni nder s, to allow usersto receive smart distancing reminders
on their Nymi Bands.

6. Click Save.
During enrollment the Nynmi Band Appl i cat i on updatesthe Nymi Band to enable SDCT support.

oD PR

Changing this option does not change the Nymi Band behaviour for existing enrolled Nymi Bands until
theuser logsintothe Nymi Band Appl i cat i on while wearing their authenticated Nymi Band.

Copyright ©2021 Nymi Connected Worker Platform Smart Distancing and Contact Tracing - Installation and Configuration Guide v4.0 42



Smart Distancing and Contact Tracing

Perform the following steps to disable contact tracing and smart distancing reminders.

Log into the NES Administrator Console with an account that is an NES Administrator.
On the navigation bar, click Pol i ci es.

Inthe Pol i ci es window, select the active policy.

Perform one of the following actions:

AW DNPRE

e Todisable the smart distancing reminders that a user receives when a Nymi Band detects that it isin
close proximity of another Nymi Band for 5 consecutive minutes, clear the Snmart Di st anci ng
Reni nder s option.

Note: TheNymi Band continues to record proximity events.

» To prevent the solution from recording proximity and contact tracing events, and providing users with

smart distancing reminders, clear theSnart Di st anci ng and Contact Traci ng option

5. Click Save.

Changing this option does not change the Nymi Band behaviour for existing enrolled Nymi Bands until
the user logsinto the Ny Band Appl i cat i on while wearing their authenticated Nymi Band.

Install the Edge Agent s(EA) andtheNynmi  Runt i me software on User Terminals or the RDP
session host / Citrix server in the environment to collect information from Nymi Bands.

The installation process differs for local and RDP/Citrix configurations:

* Inalocal configuration, install EA andthe Nymi  Runt i me application on each thick client user
terminal. The Nymi Connected Worker Platform Administration Guide provides detailed information
about how toinstall Nymi Runt i ne.

* Inaremote configuration install:

e EA onaRDP session host or Citrix server, which installs the Edge Agent service. When a user
logsinto a remote session, one EdgeAgentsL auncher process and one EdgeAgents process start
for each user session.

« Nym Bl uetooth Endpoi nt application on each thin client user terminal.

* Nym Agent application on any server in the environment.

The Nymi Connected Worker Platform NES Deployment Guide provides detailed information
about how to install and configurethe Nymi Bl uet oot h Endpoi nt andthe Nyni  Agent
application for configurations that use RDP or Citrix.

Kafkaregquiresa TLS certificate that isissued by atrusted public CA or trusted enterprise CA. If this
is not possible, for examplein a POC or PFilot environment), then you can use a TL S certificate that is
issued by an untrusted root CA. Additional steps are required and described in the following sections.

Note: Self-signed certificates with Kafka are not supported.
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Install EA on the RDP session host / Citrix server in your environment that is on the same domain as
NES.

Install the latest version of OpenSSL for Windows and add the bin directory isincluded in the
system path.

The Edge Agents package has been extracted to a central location.

If an untrusted root CA issues the NES certificate, you must import the root CA certificate for the
untrusted root. Importing the Root CA certificate provides more information.

Perform the following steps on the RDP session host / Citrix server:

1. Copy the extracted edgeagents folder to the RDP session host / Citrix server.

The folder contains the following files:

* decrypt.key file, which is used to decrypt the SASL and NES usernames and passwords.

» edgeagents-service-x64-ver si on.msi file, which installs the EA software on athick client user
terminal and uses the parameters detailed in the edge_agents.conf file.

» edgeagents-terminal-service-x64-ver si on.ms file, which installs the EA software on aRDP
sessions host/Citrix server and uses the parameters detailed in the edge_agents.conf file.

» secretutil.cmd file, which is Windows command utility that encrypts secrets.

» edge_agents.conf file, which used to configure the parameters of the EA installation, and includes keys
generated from the PowerShell utility.

» KafkaCA.pemfile, which is adefault client truststore certificate.

Perform the following steps to generate the secret keys by using the secretutil.cmd file.

a) Click the St art menu and type cnd. Right-click Cormand Pr onpt and click Run as
admi ni strator.

b) Change the directory that contains the extracted EA installation package. For example, the C:
\edgeagents folder.

¢) Initialize secretutil.cmd with the following command:

secretutil.cnd -init

d) Usethe secretutil.cmd command to encrypt the sasl username and password.

1. By default, the username is ctca. type the following command to encrypt the username in an output file.

secretutil.cnd -enc ctca>OUTPUT FI LE NAME. t xt

where OUTPUT FI LE NAME. t xt isthe name of thefile that contains the encrypted username.
2. Typethefollowing command to encrypt the SASL password.

secretutil.cnd -enc PASSWORD>OUTPUT FlI LE NAME 2.t xt

where PASSWORD is the password specified by the person who implemented the server side
components when they ran the init-crypto command and OUTPUT FI LE NAME 2.t xt isthe
name of the file that contains the encrypted password.

The output files contain the secret keys used in the edge_agents.conf file.
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3. Perform the following steps to update the edge_agents.conf file with the secret keys that you created
in the previous step.

a) Open the edge agents.conf file with atext editor.
b) Update the value for the key sas.username. It is the encrypted value in the username output text file.

sasl . user nanme=[ encr ypt ed user nane]

¢) Update the value for the key sasl.password. It is encrypted value in the password output text file.

sasl . passwor d=[ encr ypt ed passwor d]

4. Savetheedge agents.conf file.

5. For Kafka TLS certificates that are issued from an untrusted CA only, perform the following stepsto
install the Kafka Truststore.

a) Obtain the Kafka Broker root CA certificate from the person who implemented the CWP cluster.
Thefileis stored in the CWP deployment package, in the cwp/certs folder.

b) If required, rename the Kafka Broker root CA cert to KafkaCA.pem.

c) Backup the KafkaCA.pem certificate in the Edge Agents installation directory.

d) Replacethe default KafkaCA.pem file in the Edge Agents installation package directory with the
new KafkaCA.pem certificate file that you obtained from the implementation engineer.

6. Open the edge agents.conf, and ensure that the value defined inthesasl . ca. pat h key isC:
\Nymi\Edge Agents\certs\KafkaCA.pem.

7. Uncomment thelinel auncher . node = 1.

8. Edit the following configuration parameters in the edge _agents.conf file.
Producer Specific Properties:
e boot strap. servers, which definesalist of host and port pairs of Kafka brokers.
NES Specific Properties:

» nes. url,which specifiesthe NES URL.
e agent . url , which specifies the Nymi Agent URL. When you do not specifiy avalue, EA will pick up
thelocal Nymi Agent URL.

9. Savethe edge agents.conf file.

Note: Ensurethe edge agents.conf fileis configured prior to installing edge_agents.msi. This
configuration file can then be copied to different machines being installed with EA.

10.Run the installer file edgeagents-terminal-services-x64-ver si on.msi.
The Edge Agents application isinstalled in the C:\Nymi\Edge Agentsfolder and an EdgeAgent service
starts. Each time auser logsin to a Citrix or RDP session, an EdgeAgentL auncher process starts and the
EdgeAgent service starts an EdgeAgent process. When the user session ends, the additional EdgeAgent and
EdgeAgentLauncher processes terminate.

Note: The section Edge Agents Log Files provides information about EdgeAgentslog files.

Install EA on the VMWoare Horizon server in your environment that is on the same domain as NES.
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» Install the latest version of OpenSSL for Windows and add the bin directory isincluded in the
system path.
» The Edge Agents package has been extracted to a central location.

« If an untrusted root CA issues the NES certificate, you must import the root CA certificate for the
untrusted root. Importing the Root CA certificate provides more information.

Perform the following steps on the RDP session host / Citrix server:

1. Copy the extracted edgeagents folder to the RDP session host / Citrix server.

The folder contains the following files:

decrypt.key file, which is used to decrypt the SASL and NES usernames and passwords.

edgeagents-service-x64-ver si on.msi file, which installs the EA software on athick client user
terminal and uses the parameters detailed in the edge_agents.conf file.
edgeagents-terminal-service-x64-ver si on.msi file, which installs the EA software on aRDP
sessions host/Citrix server and uses the parameters detailed in the edge_agents.conf file.
secretutil.cmd file, which is Windows command utility that encrypts secrets.

edge_agents.conf file, which used to configure the parameters of the EA installation, and includes keys
generated from the PowerShell utility.

KafkaCA.pem file, which is a default client truststore certificate.

2. Perform the following steps to generate the secret keys by using the secretutil.cmd file.
a) Click the St art menu and type cnd. Right-click Cormand Pronpt andclick Run as

adm ni strator.

b) Change the directory that contains the extracted EA installation package. For example, the C:

\edgeagents folder.

c) Initialize secretutil.cmd with the following command:

secretutil.cnd -init

d) Usethe secretutil.cmd command to encrypt the sasl username and password.

1. By default, the username is ctca. type the following command to encrypt the username in an output file.
secretutil.cmd -enc ctca>QUTPUT FI LE NAME. t xt

where OUTPUT FI LE NAME. t xt isthe name of thefile that contains the encrypted username.
2. Typethe following command to encrypt the SASL password.

secretutil.cnd -enc PASSWORD>OUTPUT FI LE NAME 2.t xt

where PASSWORD is the password specified by the person who implemented the server side
components when they ran the init-crypto command and OUTPUT FI LE NAME 2.t xt isthe
name of the file that contains the encrypted password.

The output files contain the secret keys used in the edge_agents.conf file.
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3. Perform the following steps to update the edge_agents.conf file with the secret keys that you created
in the previous step.

a) Open the edge agents.conf file with atext editor.
b) Update the value for the key sas.username. It is the encrypted value in the username output text file.

sasl . user nanme=[ encr ypt ed user nane]
¢) Update the value for the key sasl.password. It is encrypted value in the password output text file.

sasl . passwor d=[ encr ypt ed passwor d]

4. Savetheedge agents.conf file.
5. For Kafka TLS certificates that are issued from an untrusted CA only, perform the following stepsto
install the Kafka Truststore.
a) Obtain the Kafka Broker root CA certificate from the person who implemented the CWP cluster.
Thefileis stored in the CWP deployment package, in the cwp/certs folder.
b) If required, rename the Kafka Broker root CA cert to KafkaCA.pem.
c) Backup the KafkaCA.pem certificate in the Edge Agents installation directory.
d) Replacethe default KafkaCA.pem file in the Edge Agents installation package directory with the
new KafkaCA.pem certificate file that you obtained from the implementation engineer.
6. Open the edge agents.conf, and ensure that the value defined inthesasl . ca. pat h key isC:
\Nymi\Edge Agents\certs\KafkaCA.pem.
7. Uncomment thelinel auncher . node = 1.
8. Uncomment thelinel auncher . vimwar ehor i zon and change the value to 1.

9. Uncomment thelinel auncher . vimwar ehori zon. r enot ei pnode, and set the value to one of
the following numbers, depending on your configuration .

» IftheHKEY CURRENT USER\ Vol atil e Environnment\ViewC ient | P_Address
key defines the remote |P address, set the valueto 1.

» IftheHKEY CURRENT_USER\ Vol ati | e Envi r onnent
\Viewd i ent _Broker _Renote_| P_Addr ess key defines the remote | P address, set the value
to 0.

10.Edit the following configuration parametersin the edge_agents.conf file.
Producer Specific Properties:
e boot strap. servers, whichdefinesalist of host and port pairs of Kafka brokers.
NES Specific Properties:

e nes. url, which specifiesthe NESURL.
e agent. url , which specifies the Nymi Agent URL. When you do not specifiy avalue, EA will pick up
thelocal Nymi Agent URL.

11.Save the edge agents.conf file.

Note: Ensure the edge_agents.conf fileis configured prior to installing edge_agents.msi. This
configuration file can then be copied to different machines being installed with EA.
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12.Run the installer file edgeagents-terminal-services-x64-ver si on.msi.
The Edge Agents application isinstalled in the C:\Nymi\Edge Agentsfolder and an EdgeAgent service
starts. Each time a user logsin to a Citrix or RDP session, an EdgeAgentL auncher process starts and the
EdgeAgent service starts an EdgeAgent process. When the user session ends, the additional EdgeAgent and
EdgeAgentL auncher processes terminate.

Note: The section Edge Agents Log Files provides information about EdgeAgentslog files.

Install EA on the user terminals in your environment that are on the same domain as NES.

* Install the latest version of OpenSSL for Windows and add the bin directory isincluded in the
system path.
» The Edge Agents package has been extracted to a central location.

Perform the following steps on each user terminal:

1. Copy the extracted edgeagents folder to the user terminal.

The folder contains the following files:

decrypt.key file, which is used to decrypt the SASL and NES usernames and passwords.
edgeagents-service-x64-ver si on.msi file, which installs the EA software on athick client user
terminal and uses the parameters detailed in the edge_agents.conf file.
edgeagents-terminal-service-x64-ver si on.msi file, which installs the EA software on a RDP
sessions host/Citrix server and uses the parameters detailed in the edge_agents.conf file.
secretutil.cmd file, which is Windows command utility that encrypts secrets.

edge_agents.conf file, which used to configure the parameters of the EA installation, and includes keys
generated from the PowerShell utility.

KafkaCA.pem file, which is a default client truststore certificate.
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2. Perform the following steps to generate the secret keys by using the secretutil.cmd file.

a) Click the St art menu and type cnd. Right-click Cormand Pronpt andclick Run as
admi ni strator.

b) Change the directory that contains the extracted EA installation package. For example, the C:
\edgeagents folder.

c) Initialize secretutil.cmd with the following command:

secretutil.cnmd -init
d) Use the secretutil.crnd command to encrypt the sasl username and password.

1. By default, the username is ctca. type the following command to encrypt the username in an output file.
secretutil.cnmd -enc ctca>OUTPUT FI LE NAME. t xt

where OUTPUT FI LE NAME. t xt isthe name of the file that contains the encrypted username.
2. Typethe following command to encrypt the SASL password.

secretutil.cnd -enc PASSWORD>OUTPUT FI LE NAME 2.t xt

where PASSWORD is the password specified by the person who implemented the server side
components when they ran the init-crypto command and QUTPUT FI LE NAME 2.t xt isthe
name of the file that contains the encrypted password.
The output files contain the secret keys used in the edge_agents.conf file.
3. Perform the following steps to update the edge_agents.conf file with the secret keys that you created

in the previous step.

a) Open the edge_agents.conf file with atext editor.

b) Update the value for the key sas.username. It is the encrypted value in the username output text file.

sasl . user nanme=[ encr ypt ed user nane]

¢) Update the value for the key sasl.password. It is encrypted value in the password output text file.

sasl . passwor d=[ encr ypt ed passwor d]

4. Savethe edge_agents.conf file.
5. For Kafka TLS certificates that are issued from an untrusted CA only, perform the following stepsto
install the Kafka Truststore.
a) Obtain the Kafka Broker root CA certificate from the person who implemented the CWP cluster.
Thefileis stored in the CWP deployment package, in the cwp/certs folder.
b) If required, rename the Kafka Broker root CA cert to KafkaCA.pem.
¢) Backup the KafkaCA.pem certificate in the Edge Agents installation directory.
d) Replacethe default KafkaCA.pemfilein the Edge Agents installation package directory with the
new KafkaCA.pem certificate file that you obtained from the implementation engineer.
6. Open the edge_agents.conf, and ensure that the value defined inthe sasl . ca. pat h key isC:
\Nymi\Edge Agents\certs\KafkaCA.pem.
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Edit the following configuration parametersin the edge_agents.conf file,
Producer Specific Properties:

» boot strap. servers, which definesalist of host and port pairs of Kafka brokers.
NES Specific Properties:

e nes. url ,which specifiesthe NES URL.
« agent. url ,which specifies the Nymi Agent URL. When you do not specifiy avalue, EA will pick up
thelocal Nymi Agent URL.

Save the edge agents.conf file.
Note: Ensure the edge agents.conf fileis configured prior to installing edge_agents.msi. This
configuration file can then be copied to different machines being installed with EA.

Run the installer file edgeagents-service-x64-ver si on.msi.
The Edge Agents application is installed without any user interactionsin the C:\Nymi\Edge Agents folder
and the .Nymi Edge Agents service appears with a Running status in Windows Services.

Note: The section Edge Agents Log Files provides information about Edge Agentslog files.

The Edge Agent s service runs under the Network Service account. Nymi recommends that you
encrypt the decrypt.key file with EFS on each host after you install the Edge Agent s application.

Nymi provides you with a script to perform the encryption.

1
2.

Run Power Shell as an administrator.
Enable the ability to run ascript filein one of the following ways:
» By setting the execution policy to Renot eSi gned.

a. From Power Shell, typeget - execut i onpol i cy.

The output displays the current execution policy setting.
b. Typeset - executi onpol i cy Renot eSi gned, and when prompted, type Y

The execution policy is set to RemoteSigned.

MSDN provides more information about how to modify execution policy settings.
* By unblocking the script file.

a. From Power Shell, typeunbl ock-file c:\ Nym \ Edge_Agent s\t ool s\ encrypt -
wi t hEFS. ps1

MSDN" provides more information about how to unblock script files.
Change to the c:\Nymi\Edge Agents\tools directory.
Type \encrypt-withEFS.psl -file ..\conficerts\decrypt.key

Optional, usetheset - execut i onpol i cy command to set the execution policy to the original
value.
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If you cannot use DNS to map external AWS components to the internal FQDN for the component,
update hosts file on each user terminal.

Usetheget - | bs command to get alist of load balancers and then the nsl ookup command to
determine the IP address.

1. Perform the following steps on the Kubernetes Administration Terminal from the bash terminal.

a) Changetothenast er depl oynent f ol der /deploy/kube folder.
b) To get alist of load balancers, type. / get - | bs prod.
The command displays output similar to the following:

cwpweb | N CNAME
aaec3da308c0c4755b5d64bclf 9cc2a8- 06727299dacf 77ad. xyz. cab-
central - 1. amazonaws. com
cwp- broker-2 I N CNAME
aada3d877365c41ad938e73d4e2ab48a- 730alb35af ac8d48. xyz. cab-
central - 1. amazonaws. com
bootstrap I N CNAMVE
a40f f 19ccb5ad474b9ach48c26¢c29936- 93ac7d6f 74f d12dd. xyz. cab-
central - 1. amazonaws. com
cwp- broker-0 | N CNAME
aa0d5d9ch8b6f 47d5a826¢f 441490596- b82al8cl6lebcaeb. xyz. cab-
central - 1. amazonaws. com
cwp- broker-1 I N CNAME
aa3aa3245e4f 242cc9f f e88e228cdeb7- eel2ab370ba83f 63. xyz. cab-
central - 1. amazonaws. com
ctapi | N CNAME
al75dbca766b54a27bbc5al19d5dcad0l- f aOef 3f 5885f cf 2e. xyz. cab-
central - 1. amazonaws. com

¢) Usethensl ookup command to determine the IP address that is associated with each
component.

d) Record the AWS address, |P address, and internal FQDN of each component in the C:\Windows
\System32\drivers\etc\hosts file.

Note: Edit thein Not epad ++. When you save the file, you will be prompted to open thefilein
adminsitrators mode, click OK.

The following provides an example of a hosts file for a CWP environment.

HHHHH#HIHHHH R H AR Kaf ka
Br oker ####H#HHHHHHHHHHHHBHBHBH BB BB S S
# DNS:
a2ad5527103ba435dab025cbb5e5f b1f - 1133710120. us-
east - 2. el b. anazonaws. com
3.15. 88. 46 kaf ka.cwp.ga-1ab
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# DNS:
aa0d5d9ch8b6f 47d5a826¢cf 441490596- b82al8cl6lebcaes. xyz. cab-
central - 1. amazonaws. com
18. 116. 180. 69
br oker - 0. broker. cwp. svc. cl uster. | ocal

# DNS:
aa3aal3245e4f 242cc9f f e88e228cdeb7- eel2ab370ba83f 63. xyz. cab-
central - 1. amazonaws. com
3.140. 220. 152
br oker - 1. broker. cwp. svc. cl uster. | ocal

# DNS:
aada3d877365c41ad938e73d4e2ab48a- 730alb35af ac8d48. xyz. cab-
central - 1. amazonaws. com
3.131.241.193
br oker - 2. broker. cwp. svc. cl uster. | ocal

HEHHHBHHH AR H AR R CTAPI
HHBHBHHH B R R HHH AR R R R R R R R R R
# DNS:
al75dbca766b54a27bbc5a19d5dcad0l- f aOef 3f 5885f cf 2e. xyz. cab-
central - 1. amazonaws. com
18. 223. 249. 217
ctapi .l ab. nym .com

HAHHHBH R AR CWPWEB
HHH AR R AR R R R R A A R AR R R e R e
#DNS:
aaec3da308c0c4755b5d64bc1f 9cc2a8- 06727299dacf 77ad. xyz. cab-
central - 1. amazonaws. com
18. 223. 249. 216
cwpweb. | ab. nym . com

a) Put acopy of the hosts filein a shared location that is accessible to the user terminalsin the
environment.

2. On each user terminal, replace the hosts file with a copy of the hostsfile in the shared location.
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Access the Contact Tracing Dashboard to visualize and analyze contact tracing data for employees that
are enrolled in the Contact Tracing program.

Proximity eventsthat are logged in each employee's Nymi Band are upl oaded to the Contact Tracing
Dashboard via the Edge Agents (EA) that isinstalled on a user terminal. These contact events are
viewed on the Contact Tracing Dashboard, where they can be analyzed to provide:

» Timely and targeted response for positive diagnosis.
« Timely and reliable contact tracing history.

» Coverage information and trends on social distancing performance.
» Targeted intervention to modify behavior and prevent an outbreak.

Connect to the Contact Tracing server in aweb browser.

1. From web browser, navigateto ht t ps: // FQDN_CTAPI / dashboar d.
where FQDN_CTAPI isthe FQDN of the virtual server on which CTAPI resides.

2. Log in using the Contact Tracing Dashboard username and password. Alternatively, you canlogin
with the credentials of an NES Administrator.

The format of the usernameisuser nanme@onai n. For example, for user dredmond in domain ga
lab.local, specify the username asdr ednond@a- | ab. | ocal .

The Contact Tracing Dashboard is used to visualize and analyze contact tracing data for employees
enrolled in the Contact Tracing program. This section provides detailed information on viewing the
Contact Tracing Dashboard and analyzing the contact tracing data.

The following figure shows the Contact Tracing Dashboard
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Fi gure 4: Exanple of the Contact Tracing Dashboard

I dentifies the number of employees that are enrolled in the Smart Distancing and Contact Tracing
program.

| dentifies the percentage of employees who have had no contact with other employees for a given day.

The higher the score, the more compliant employees are in maintaining distancing. This report is based
on data from the last 30 days.

For example, with a program population of 100 employees, if 2 people are in contact with each other,
the compliance score drops to 98%.

The average identifies the percentage of protected employees that are contacted by an individual
expressed as an average across al employees registered in the program. The maximum identifies the
highest percentage of employees contacted by any single individual.

For example, with a program population of 100 employees, if on a given day, only one employee
came in contact with 10 people (i.e., 10% of the enrolled employee popul ation), the average contact
percentage would be 0.1% and maximum contact % would be 10% for that day.

I dentifies the employees who have the most contact eventsin the program. This report is based on data
from the last 30 days.
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Identifies The total number of contact events within the program per day.

A contact event is recorded when a Nymi Band user is closer than ~2 meters from another Nymi Band
for approximately 15 or more cumulatative minutes over a 24-hour period.

Identifies the number of contact event and the employees contacted for the employee with the most
contact events.

Thisreport is based on data from the last 30 days.

Provides adminstrators with atimeline of al contact events for a specific employee within a date range.
Y ou can search by username or date. Consider the following:

» Default date rangeislast 30 days.

» Search terms are case sensitive.

» Timestamp for a contact event is date and time of the last proximity event.

» Timestamps appear in the timezone that is defined on the browser that you use to access the Contact
Tracing Dashboard
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Review this section to determine how to update the user terminals and Kubernetes environment when
thereisanew CWP release.

On each user terminal, you must, upgrade Nymi Runtime, remove the Contact Tracing Collection Agent
(CTCA) andinstall Edge Agent s.

Note: The Nymi Connected Worker Platform NES Deployment Guide describes how to update the
Nymi Runtime.

CWP 1.2 does not make use of CTCA on user terminals.
Perform the following steps on each user terminal on which you installed CTCA for CWP 1.1.

1. Fromthedesktop, gotoStart > Settings > Apps > Apps and Feat ures.

Note: Youmay dlsogotoStart > Control Panel > Prograns > Prograns and
Feat ur es.

2. Click Contact Tracing Col |l ecti on Agent, andthenselect Uni nstall .

Perform the following steps on each user terminal on which you installed Edge Agent s for CWP 1.2.

1. Fromthedesktop, gotoStart > Settings > Apps > Apps and Feat ures.

Note: Youmay dsogotoStart > Control Panel > Progranms > Prograns and
Feat ur es.

2. Click Edge Agent s, and then select Uni nst al | .

Install the Edge Agent s(EA) andthe Nymi  Runt i me software on User Terminals or the RDP
session host / Citrix server in the environment to collect information from Nymi Bands.

The installation process differs for local and RDP/Citrix configurations:

* Inalocal configuration, install EA andthe Nymi  Runt i me application on each thick client user
terminal. The Nymi Connected Worker Platform Administration Guide provides detailed information
about how toinstall Nym Runt i re.
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* Inaremote configuration install:

» EA onaRDP session host or Citrix server, which installs the Edge Agent service. When a user
logsinto a remote session, one EdgeAgentsL auncher process and one EdgeAgents process start
for each user session.

« Nym Bl uetooth Endpoi nt application on each thin client user terminal.

* Nym Agent application on any server in the environment.

The Nymi Connected Worker Platform NES Deployment Guide provides detailed information
about how to install and configurethe Nymi Bl uet oot h Endpoi nt andthe Nynmi  Agent
application for configurations that use RDP or Citrix.

Install EA on the RDP session host / Citrix server in your environment that is on the same domain as
NES.

« Ingtall the latest version of OpenSSL for Windows and add the bin directory isincluded in the
system path.

» The Edge Agents package has been extracted to a central location.

» If an untrusted root CA issues the NES certificate, you must import the root CA certificate for the
untrusted root. Importing the Root CA certificate provides more information.

Perform the following steps on the RDP session host / Citrix server:

1. Copy the extracted edgeagents folder to the RDP session host / Citrix server.
The folder contains the following files:

» decrypt.key file, which is used to decrypt the SASL and NES usernames and passwords.

» edgeagents-service-x64-ver si on.msi file, which installs the EA software on athick client user
terminal and uses the parameters detailed in the edge_agents.conf file.

* edgeagents-terminal-service-x64-ver si on.ms file, which installs the EA software on a RDP
ons host/Citrix server and uses the parameters detailed in the edge_agents.conf file.

» secretutil.cmd file, which is Windows command utility that encrypts secrets.

* edge agents.conf file, which used to configure the parameters of the EA installation, and includes keys
generated from the PowerShell utility.

+ KafkaCA.pemfile, which is adefault client truststore certificate.
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2. Perform the following steps to generate the secret keys by using the secretutil.cmd file.

a) Click the St art menu and type cnd. Right-click Cormand Pr onpt andclick Run as
admi ni strator.

b) Change the directory that contains the extracted EA installation package. For example, the C:
\edgeagents folder.

c) Initialize secretutil.cmd with the following command:

secretutil.cnmd -init
d) Use the secretutil.crnd command to encrypt the sasl username and password.

1. By default, the username is ctca. type the following command to encrypt the username in an output file.
secretutil.cnmd -enc ctca>OUTPUT FI LE NAME. t xt

where OUTPUT FI LE NAME. t xt isthe name of the file that contains the encrypted username.
2. Typethe following command to encrypt the SASL password.

secretutil.cnd -enc PASSWORD>OUTPUT FI LE NAME 2.t xt

where PASSWORD is the password specified by the person who implemented the server side
components when they ran the init-crypto command and QUTPUT FI LE NAME 2.t xt isthe
name of the file that contains the encrypted password.
The output files contain the secret keys used in the edge_agents.conf file.
3. Perform the following steps to update the edge_agents.conf file with the secret keys that you created

in the previous step.

a) Open the edge_agents.conf file with atext editor.

b) Update the value for the key sasl.username. It is the encrypted value in the username output text file.

sasl . user nanme=[ encr ypt ed user nane]

¢) Update the value for the key sasl.password. It is encrypted value in the password output text file.

sasl . passwor d=[ encr ypt ed passwor d]

4. Savethe edge_agents.conf file.
5. For Kafka TLS certificates that are issued from an untrusted CA only, perform the following stepsto
install the Kafka Truststore.
a) Obtain the Kafka Broker root CA certificate from the person who implemented the CWP cluster.
Thefileis stored in the CWP deployment package, in the cwp/certs folder.
b) If required, rename the Kafka Broker root CA cert to KafkaCA.pem.
¢) Backup the KafkaCA.pem certificate in the Edge Agents installation directory.
d) Replace the default KafkaCA.pemfilein the Edge Agents installation package directory with the
new KafkaCA.pem certificate file that you obtained from the implementation engineer.
6. Open the edge_agents.conf, and ensure that the value defined inthesasl . ca. pat h key isC:
\Nymi\Edge Agents\certs\KafkaCA.pem.
7. Uncomment thelinel auncher . node = 1.
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8. Edit the following configuration parameters in the edge_agents.conf file.
Producer Specific Properties:

» boot strap. servers, which definesalist of host and port pairs of Kafka brokers.
NES Specific Properties:

e nes. url ,which specifiesthe NES URL.
e agent. url ,which specifies the Nymi Agent URL. When you do not specifiy avalue, EA will pick up
thelocal Nymi Agent URL.

9. Savethe edge agents.conf file.

Note: Ensure the edge agents.conf fileis configured prior to installing edge_agents.msi. This
configuration file can then be copied to different machines being installed with EA.

10.Run the installer file edgeagents-terminal-services-x64-ver si on.msi.
The Edge Agents application isinstalled in the C:\Nymi\Edge Agentsfolder and an EdgeAgent service
starts. Each time a user logsin to a Citrix or RDP session, an EdgeAgentL auncher process starts and the
EdgeAgent service starts an EdgeAgent process. When the user on ends, the additional EdgeAgent and
EdgeAgentL auncher processes terminate.

Note: The section Edge Agents Log Files provides information about EdgeAgentslog files.

Install EA on the VMWare Horizon server in your environment that is on the same domain as NES.

» Install the latest version of OpenSSL for Windows and add the bin directory isincluded in the
system path.

» The Edge Agents package has been extracted to a central location.

» If an untrusted root CA issues the NES certificate, you must import the root CA certificate for the
untrusted root. Importing the Root CA certificate provides more information.

Perform the following steps on the RDP session host / Citrix server:
1. Copy the extracted edgeagents folder to the RDP session host / Citrix server.
The folder contains the following files:

» decrypt.key file, which is used to decrypt the SASL and NES usernames and passwords.

* edgeagents-service-x64-ver si on.msi file, which installs the EA software on athick client user
terminal and uses the parameters detailed in the edge_agents.conf file.

» edgeagents-terminal-service-x64-ver si on.msi file, which installs the EA software on aRDP
sessions host/Citrix server and uses the parameters detailed in the edge_agents.conf file.

» secretutil.cmd file, which is Windows command utility that encrypts secrets.

» edge agents.conf file, which used to configure the parameters of the EA installation, and includes keys
generated from the PowerShell utility.

+ KafkaCA.pemfile, which is adefault client truststore certificate.
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2. Perform the following steps to generate the secret keys by using the secretutil.cmd file.

a) Click the St art menu and type cnd. Right-click Cormand Pr onpt andclick Run as
admi ni strator.

b) Change the directory that contains the extracted EA installation package. For example, the C:
\edgeagents folder.

c) Initialize secretutil.cmd with the following command:

secretutil.cnmd -init
d) Use the secretutil.crnd command to encrypt the sasl username and password.

1. By default, the username is ctca. type the following command to encrypt the username in an output file.
secretutil.cnmd -enc ctca>OUTPUT FI LE NAME. t xt

where OUTPUT FI LE NAME. t xt isthe name of the file that contains the encrypted username.
2. Typethe following command to encrypt the SASL password.

secretutil.cnd -enc PASSWORD>OUTPUT FI LE NAME 2.t xt

where PASSWORD is the password specified by the person who implemented the server side
components when they ran the init-crypto command and QUTPUT FI LE NAME 2.t xt isthe
name of the file that contains the encrypted password.
The output files contain the secret keys used in the edge_agents.conf file.
3. Perform the following steps to update the edge_agents.conf file with the secret keys that you created

in the previous step.

a) Open the edge_agents.conf file with atext editor.

b) Update the value for the key sasl.username. It is the encrypted value in the username output text file.

sasl . user nanme=[ encr ypt ed user nane]

¢) Update the value for the key sasl.password. It is encrypted value in the password output text file.

sasl . passwor d=[ encr ypt ed passwor d]

4. Savethe edge_agents.conf file.
5. For Kafka TLS certificates that are issued from an untrusted CA only, perform the following stepsto
install the Kafka Truststore.
a) Obtain the Kafka Broker root CA certificate from the person who implemented the CWP cluster.
Thefileis stored in the CWP deployment package, in the cwp/certs folder.
b) If required, rename the Kafka Broker root CA cert to KafkaCA.pem.
¢) Backup the KafkaCA.pem certificate in the Edge Agents installation directory.
d) Replace the default KafkaCA.pemfilein the Edge Agents installation package directory with the
new KafkaCA.pem certificate file that you obtained from the implementation engineer.
6. Open the edge_agents.conf, and ensure that the value defined inthesasl . ca. pat h key isC:
\Nymi\Edge Agents\certs\KafkaCA.pem.
7. Uncomment thelinel auncher . node = 1.
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8. Uncomment thelinel auncher . vimwar ehor i zon and change the value to 1.
9. Uncomment thelinel auncher . vimnar ehori zon. r enot ei pnode, and set the value to one of
the following numbers, depending on your configuration .

« IftheHKEY_CURRENT_USER\ Vol ati | e Envi ronnent\ Vi ewCl i ent _| P_Addr ess
key defines the remote I P address, set the valueto 1.

« IftheHKEY_CURRENT_USER\ Vol ati | e Envi r onnent
\Viewd i ent _Broker Renote | P_Address key defines the remote | P address, set the value
to 0.

10.Edit the following configuration parameters in the edge_agents.conf file.
Producer Specific Properties:
e boot strap. servers, which definesalist of host and port pairs of Kafka brokers.
NES Specific Properties:

» nes. url,which specifiesthe NES URL.

e agent . url ,which specifies the Nymi Agent URL. When you do not specifiy avalue, EA will pick up
thelocal Nymi Agent URL.

11.Save the edge_agents.conf file.
Note: Ensurethe edge agents.conf fileis configured prior to installing edge_agents.msi. This
configuration file can then be copied to different machines being installed with EA.

12.Run the installer file edgeagents-terminal-services-x64-ver si on.msi.
The Edge Agents application isinstalled in the C:\Nymi\Edge Agentsfolder and an EdgeAgent service
starts. Each time auser logsin to a Citrix or RDP session, an EdgeAgentL auncher process starts and the
EdgeAgent service starts an EdgeAgent process. When the user session ends, the additional EdgeAgent and
EdgeAgentLauncher processes terminate.

Note: The section Edge Agents Log Files provides information about EdgeAgentslog files.

Install EA on the user terminals in your environment that are on the same domain as NES.

* Install the latest version of OpenSSL for Windows and add the bin directory isincluded in the
system path.
» The Edge Agents package has been extracted to a central location.

Perform the following steps on each user terminal :
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1. Copy the extracted edgeagents folder to the user terminal.
The folder contains the following files:

» decrypt.key file, which is used to decrypt the SASL and NES usernames and passwords.
» edgeagents-service-x64-ver si on.msi file, which installs the EA software on athick client user
terminal and uses the parameters detailed in the edge_agents.conf file.

» edgeagents-terminal-service-x64-ver si on.msi file, which installs the EA software on aRDP
sessions host/Citrix server and uses the parameters detailed in the edge _agents.conf file.

» secretutil.cmd file, which is Windows command utility that encrypts secrets.

» edge agents.conf file, which used to configure the parameters of the EA installation, and includes keys
generated from the PowerShell utility.

+ KafkaCA.pemfile, which is adefault client truststore certificate.
2. Perform the following steps to generate the secret keys by using the secretutil.cmd file.

a) Click the St art menu and type cnd. Right-click Cormand Pr onpt and click Run as
adm ni strator.

b) Change the directory that contains the extracted EA installation package. For example, the C:
\edgeagents folder.

¢) Initialize secretutil.cmd with the following command:

secretutil.cmd -init
d) Usethe secretutil.cmd command to encrypt the sasl username and password.

1. By default, the username is ctca. type the following command to encrypt the username in an output file.
secretutil.cnd -enc ctca>QUTPUT FI LE NAME. t xt

where OUTPUT FI LE NAME. t xt isthe name of thefile that contains the encrypted username.
2. Typethefollowing command to encrypt the SASL password.

secretutil.cnd -enc PASSWORD>OUTPUT FI LE NAME 2.t xt

where PASSWORD is the password specified by the person who implemented the server side
components when they ran the init-crypto command and OUTPUT FI LE NAME 2.t xt isthe
name of the file that contains the encrypted password.

The output files contain the secret keys used in the edge_agents.conf file.

3. Perform the following steps to update the edge_agents.conf file with the secret keys that you created
in the previous step.

a) Open the edge agents.conf file with atext editor.
b) Update the value for the key sasl.username. It is the encrypted value in the username output text file.

sasl . user nanme=[ encr ypt ed user nane]
¢) Update the value for the key sasl.password. It is encrypted value in the password output text file.

sasl . passwor d=[ encr ypt ed passwor d]

4. Savetheedge agents.conf file.
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5. For Kafka TLS certificates that are issued from an untrusted CA only, perform the following stepsto
install the Kafka Truststore.

a) Obtain the Kafka Broker root CA certificate from the person who implemented the CWP cluster.
Thefileis stored in the CWP deployment package, in the cwp/certs folder.

b) If required, rename the Kafka Broker root CA cert to KafkaCA.pem.

¢) Backup the KafkaCA.pem certificate in the Edge Agents installation directory.

d) Replacethe default KafkaCA.pem file in the Edge Agents installation package directory with the
new KafkaCA.pem certificate file that you obtained from the implementation engineer.

6. Open the edge_agents.conf, and ensure that the value defined inthe sasl . ca. pat h key isC:
\Nymi\Edge_Agents\certs\KafkaCA.pem.

7. Edit the following configuration parameters in the edge_agents.conf file.
Producer Specific Properties:
e boot strap. servers, which definesalist of host and port pairs of Kafka brokers.
NES Specific Properties:

e nes. url,which specifiesthe NESURL.
e agent . url , which specifies the Nymi Agent URL. When you do not specifiy avalue, EA will pick up
thelocal Nymi Agent URL.

8. Savethe edge agents.conf file.

Note: Ensure the edge_agents.conf fileis configured prior to installing edge_agents.msi. This
configuration file can then be copied to different machines being installed with EA.

9. Runtheinstaller file edgeagents-service-x64-ver si on.msi.
The Edge Agents application isinstalled without any user interactions in the C:\Nymi\Edge Agents folder
and the .Nymi Edge Agents service appears with a Running status in Windows Services.

Note: The section Edge Agents Log Files provides information about Edge Agents log files.

The Edge Agent s service runs under the Network Service account. Nymi recommends that you
encrypt the decrypt.key file with EFS on each host after you install the Edge Agent s application.

Nymi provides you with a script to perform the encryption.

1. Run Power Shell as an administrator.
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2. Enablethe ability to run a script file in one of the following ways:
» By setting the execution policy to Renot eSi gned.
a. From Power Shell, typeget - execut i onpol i cy.

The output displays the current execution policy setting.
b. Typeset - executi onpol i cy Renot eSi gned, and when prompted, type Y

The execution policy is set to RemoteSigned.

MSDN provides more information about how to modify execution policy settings.
* By unblocking the script file.

a. From Power Shell, typeunbl ock-file c:\ Nym \ Edge_Agent s\t ool s\ encrypt -
wi t hEFS. ps1

MSDN" provides more information about how to unblock script files.
3. Changeto the c:\Nymi\Edge Agentsitools directory.
4. Type \encrypt-withEFSpsl -file ..\conf\certs\decrypt.key

5. Optional, usetheset - execut i onpol i cy command to set the execution policy to the original
value.

CWP 1.2 introduces the Health Attestation and Temperature Alert features. The update scripts
automatically cofigure the Kubernetes environment to support this new festure.

Before you run the update script, create the Active Directory group for Health and Safety users that
require administrative access to the Health Check Application and create new tables for the featuresin
the SQL database.

Create anew Active Directory group with alist of Health and Safety users and groups that require
administrative access to the Health Check Application

When creating the Active Directory group:

1. FortheG oup Type, select Security
2. Forthe Gr oup Scope, select the option according to your I T policy.

If your environment uses the Health Attestation and Temperature Alerts features, run the Nymi-
provided SQL scripts to create the appropriate tables.

e The user that creates the database must have db_owner or db_ddladmin privilege to the CWP
Dat abase.

» Ensure that the extracted CWP deployment package isin a central location.

Perform the following steps from a computer that has SSMS installed and access to the SQL Server with
the CWP Dat abase.
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1. Open SSMS and connect to the SQL server.
2. Navigatetothe CWP_12 depl oynent _f ol der \cwp\cwpweb\config folder in the shared

|ocation.

3. Copy the mssgl.sql fileto local directory.
4. Navigatetothe CWP_12 depl oynent _f ol der \cwp\kafka-connect\config folder in the shared

|ocation.

5. Copy the temp-mssgl.sql fileto alocal directory.
6. Inthelocal directory, double-click on the mssgl.sql file.

A new query window appears.
7. Click the Execut e button.

The script creates the dbo.NymiAttestationl nfo and dbo.JwtStore tables.

8. Inthelocal directory, double-click on the temp-mssgl.sql file.

A new query window appears.
9. Click the Execut e button.

The script creates the dbo.NymiTemplnfo table.

Update Smart Distancing and Contact Tracing

Nymi provides you with scripts to update the CWP environment, including environment variables and

services.

In CWP 1.2, some environment variable names have changed. The script renames the CWP 1.1
environment variable names to the new environment variable names. The following table provides alist
of the CWP 1.1 environment variables names and the corresponding new variable name.

\

Note: When you update to CWP 1.2, existing contact events remain unchanged in the Contact Tracing

Dashboard.

CWP 1.1
NES SAM_ACCOUNT_USER_DOMAIN

CWP 1.2
CORP_LDAP_DOVAI N

Purpose

Specifies FDOQN of
the Active Directory
domaininwhich
NES resides.

For example:

=ga-lab.local
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CWP 1.1
NES SAM_ACCOUNT_USERNAME

CWP 1.2
CORP_LDAP_USER

Purpose

Specifies the service
account, which is

an Active Directory
domain account that
is amember of the
NES administrator

group.
For example:

=adeed

NES_SAM_ACCOUNT_PASSWORD

CORP_LDAP_PASSWORD

Specifies password
of the service
account. Do not
type avaluefor this
variable. Theinit-
crypto command
will encrypt the
password and update
the file with the
appropriate value.

Nymi provides customers with an update package that updates the configuration and installs new

services.

» Ensurethat you copied the extracted CWP update package to the Kubernetes Administration

Terminal.

Note: The folder in which you extracted the CWP 1.2 update package is referred to asthe CWP 1.2
deployment folder (CWP_12 depl oynent _f ol der).
» Ensure that you know the path to the CWP 1.1.x deployment folder, referred to asthe nast er
depl oynent f ol der. For example/cwpall.

Perform the following steps from the Kubernetes Administration Terminal, in abash terminal.

1. Changetothe CWP_12 depl oynent _f ol der /deploy/kube/updates folder, and then type. /
update prod CWP_naster fol der.

The update script revises the environment variablesin the mast er

depl oynent f ol der andcreatesa

backup of the original deployment configuration filesin .cwp.cwp folder in the home folder (~/) of the current
user. The backup file/folder format is: dat et i me-cwp-1.2-update. Where dat et i ne isin the format
time yyyymdd. HHMM For example 10:35AM October 11 2021 will be: 20211011.1030.
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2. Editthemast er depl oynent f ol der /deploy/kube/.env file, and then specify values for the

following environment variables:

ng

Specifiesthe DN of the
CORP_LDAP_USERthat is used by
LDAP.

The format should consist of the name
of an object and the LDAP designator.

For example:

="CN=adeed,CN=Users,DC=0ga-
lab,DC=local"

Specifies the name of the Health and
Safety AD group. Use commas to
separate multiple group names.

Note: Usersin this group have
administrator access to the Health
Check Application.

3. Editthemast er depl oynent f ol der /deploy/kube/.prod-env file, and then modify values for

the following environment variables to match your environment, as appropriate:

Specifies the amount of CPU initially requested by
Kafka Connect in milliCPUs. The default valueis

Specifies the amount of memory initialy requested
by Kafka Connect in mebibytes. The default valueis

Specifies the maximum amount of CPU that Kafka
Connect can request in milliCPUs. The default value
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Specifies the maximum amount of memory that the
Kafka Connect can request in mebibytes. The default
vaueis

512Mi

4. Changetothemast er depl oynment f ol der /deploy/kube folder, and thentype. / cwp pr od

updat e
The new CWP services are deployed.

Perform the following steps to create the authentication table in the CWP database.
» Ensure that the extracted CWP deployment package isin acentral location.

Perform the following steps on a machine that has SSM S installed and has access to the NES database
server.

1. Navigatetothe CWP_12 depl oynent _f ol der \kafka-connect\config folder in the shared
location, and then copy the auth-mssgl.sql fileto alocal directory.

2. Open SSMS, and then login to the SQL Server.

3. FromtheFi | e menu, select Qpen > Fil e. . ., navigate to folder that contains the auth-mssgl.sqgl

script file that you downloaded, and then click Open.
The script opensin the query window.

4. Onthemenu bar, click Execut e.
The script creates the SQL table for authentication events with the username and password that you specified
previously.
The script creates the and dbo.Authinfo table.

5. Close SSMS.
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Y ou can use Velero (Apache 2 License) to backup and restore the whole cluster for disaster recovery
purposes in a self-managed or managed K ubernetes cluster.

Note: Currently the installation script for Velero supports backups to an AWS S3 bucket. The installer
requires full IAM and S3 privileges, with the ahility to install and edit user policies, and create new
users.

1. Peform the following stepsto install the AWS CLI.

a) Create an AWS API access key for your AWS account, if an AWS API access key does not
aready exist..

b) Openabash terminal.

¢) Changetothe/CWP_12 depl oynent _f ol der /deploy/kube/init/aws/client directory

Note: This directory may be under either the cwp or cwpall folder.

d) Typethe./install-aws-cli script, and then provide the API access key and ID when
prompted.

2. Perform the following stepsto install Velero.
a) Changetothe CWP_12_ depl oynent _f ol der /deploy/kube/init directory.

b) Type./install-velero -b <S3-Bucket-Name> [-h [n] | -d [n]] [-]
<awsaccess-key-id>] [-k <aws-access-key>] [-u <vel ero user>]
Where:

e --53-bucket or- b: name of the S3 bucket to store backups. Default nameis cwp- backup.
e --aws-regionor-r:nameof the AWSregion. Default regionisus- east - 2.

e --hourly or- h:backup every n hours. This option cannot be used with - dai | y or - d option.
e --daily or- d: backup every n days. This option cannot be used with - hour | y or - h option.

e --user or-u: AWSuser account. Defaultisvel er 0. A new Velero user is created if aVelero user
does not already exist.

e --access-key-idor-i:AWSaccesskey ID associated with the Velero backup account. The
script will create oneif noneis specified. An account can only have 2 access keys at any time.

e --access-key or- k: AWS access key associated with the Velero backup account (with access-
key-id specified above). The script will create oneif noneis specified.

The script creates the S3 bucket,the AWS user account, installs Velero CLI on the user computer, and
installs Velero Snapshot Controller in the Kubernetes cluster. This script will also schedule a backup every
"n" hours or days.

For example:

e Toinstall Velero with an S3 bucket called BUCKETNAME for a user without an AWS account (no
access key 1D and no access key), and no Velero account, with backup every 12 hours, type: . /
install-velero -b BUCKETNAME -h 12

e Toinstall Velero with an S3 bucket called BUCKETNAME for a user with aknown access key 1D, and
aknown access key. There will aso be aVelero account, and backup every 2days. . / i nstal | -
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vel ero --s3-bucket BUCKETNAME --daily 2 -i <AWS ACCESS KEY | D>
-k <AWS ACCESS KEY> --user <VELERO USER>

3. (Optional) To review the backups, typevel ero get backups.

Backups of the Kubernetes cluster are stored in the S3 bucket name specified in the above steps. They contain
timestamps that you can use to identify potential restore points for the cluster.

Use Velro to Restore a Kubernetes cluster from a backup to the same cluster or to a new one, after or
disaster or after a change. Ensure that Velero and git isinstalled on the machine.

1. Openabash terminal.
2. To check the backups for the restore name and timestamp, typevel er o get backups.

3. Torestorethe backup, type--vel ero restore create <RESTORE NAMVE> --from
backup <S3 BUCKET NAME>- backup- <TI MESTAVP>

Where,

S3 BUCKET NAME isthe name of the bucket. Obtained when creating a bucket during the installation of
Velero.

RESTORE NAME isthe name of the restore object. (Optional) Enter a name for this variable. If no nameis
specified, then adefault nameis created, "<S3 BUCKET NAME>- <Tl MESTAMP>".

TI MESTANMP is the timestamp of the latest backup. Obtained by looking at backup logs.
This creates arestore object named <RESTORE NAME> from the backup bucket <S3 BUCKET NAME>.

For example- - vel ero restore create restorenane --from backup
BUCKETNAME- backup-20200729154634

4. To check therestore status, typevel ero restore | ogs <RESTORE NAME>

Perform the following steps after a disaster, to restore the Kubernetes cluster from a backup.

Note: You can restore from disaster to another Kubernetes cluster. To do this, deploy a new Kubernetes
cluster with Velero and use the same S3 Bucket and Velero credentia file.

1. To change the backup storage location to read-only, type kubect | pat ch
backupst oragel ocati on default --namespace <AWS USER ACCOUNT> --type
nmerge --patch '{"spec": {"accesshbde":"ReadOnl y"}}

If the AW6 USER ACCOUNT was not specified during the installation of Velero, the default namespace is
"vel er o".

Note: The backup storage name can be retrieved using

vel ero backup-1ocation get -o yani

2. Openabash terminal.
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3. To check the backups for the restore name and timestamp, typevel er o get backups.

4. Torestorethe backup, type--vel ero restore create <RESTORE NAME> --from
backup <S3 BUCKET NAME>- backup- <TI MESTAMP>

Where,

S3 BUCKET NAME isthe name of the bucket. Obtained when creating a bucket during the installation of
Velero.

RESTORE NAME isthe name of the restore object. (Optional) Enter a name for this variable. If no nameis
specified, then adefault nameis created, "<S3 BUCKET NAME>- <Tl MESTAMP>".

TI MESTANMP is the timestamp of the latest backup. Obtained by looking at backup logs.
This creates arestore object named <RESTORE NAME> from the backup bucket <S3 BUCKET NAME>.

For example- - vel ero restore create restorenanme --from backup
BUCKETNAME- backup- 20200729154634

5. To check therestore status, typevel ero restore | ogs <RESTORE NAME>

6. To change the backup storage location back to read-write, type kubect | pat ch
backupst oragel ocati on default --nanespace velero --type nerge --
patch '{"spec":{"accessWbde":"ReadWite"}}"'
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Uninstalling the Edge Agents

1. Openthe Task Manager and gotothe Pr ocesses tab. Right-click javaw.exe and click End
Task.

2. Fromthedesktop, gotoStart > Settings > Apps > Apps and Features.

Note: Youmay alsogotoStart > Control Panel > Prograns > Prograns and
Feat ur es.

3. Click Edge Agentsand select Uni nst al | .
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Troubleshooting

This section provides information about how to enable logging and how to troubleshoot common issues.

Configuring CWP Logging

The .prod-env contains variables that allow you to adjust the logging levels for CWP components, the
location of the logs files, and the name of the log files.

To troubleshoot deployment issues, it might be necessary to modify the level at which CWP
components log information. Each variable supports the following log level values:

e info

e warn

s error
» debug

Table 10: Configuration Parameters for Logging

KAFKA_LOG_LEVEL Specifies the default logging level for Kafka The default valueis
info

CT_LOG_LEVEL Specifiesthe CT Processor default log level. The default valueis
info

CT_HTTP_LOG_LEVEL Specifies the CT Processor HTTP client log level. The default

valueis

debug

CT_KAFKA_LOG_LEVEL Specifiesthe CT Processor kafkalog level. The default valueis
info
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Environment Variable Description

CT_KAFKA_CLIENT_LOG LEVEL | specifiesthe CT Processor kafka client log level. The defauilt
vaueis

debug

CT_KAFKA_STREAM LOG LEVEL Specifiesthe CT Processor kafka stream log level. The default
valueis

info

CT_KAFKA_CONSUMER_LOG_LEVEL Specifiesthe CT Processor kafka consumer log level. The default

valueis
info
CT_CONSUMER_LOG_LEVEL Specifies the CT consumer log level. The default valueis
debug
CT_STREAMER _LOG_LEVEL Specifiesthe CT streamer log level. The default valueis
debug
CT_LOG_FOLDER Specifies the location of the CT Processor log folder. Nymi
recommends that you do not change the default value
logs
CT_LGG FILE Specifies the name of the CT Processor log file that is stored in

theCT_LOG _FOLDER. The default filenameis

=CTlog
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CT_CONSUMER_LGG FILE Specifies the name of the CT Processor consumer log file that is
stored inthe CT_LOG_FOLDER. The default filenameis

consumer

CT_STREAMER _LOG FI LE Specifies the name of the CT Processor streamer log file that is
stored in CT_LOG_FOLDER. The default filenameiis

=streamer

Determining the status of pods in the Kubernetes environment
Y ou can display information and messages related to Kubernetes pods to stdout.
Perform the following commands on the Kubernetes Adminstration Terminal.

1. Changetothe CWP_12 depl oyrent _f ol der kube/deploy folder.
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2. Toget alist of podsin the and the state of each pod, type kubect| get pods -A.
The command displays alist that contains the name of each pod and the status. When a pod starts successfully
the status is 1/1. If the pod cannot start, the value of the numerator for the ready count is less than the value of
the denominator.

The following figure provides an example of the output where two kafka-connect pods in the cw-ga
environment have not started.

- § kubect] get pods -A
NAMESPACE N#HE \EADY STATUS RESTARTS
) qa / Running 0
r Running
Running
F 7-5g995g Running
ctprm:e:.sn: -747dcbbb49 Running
ctprocess 7 cbbb49- Running
ctproce;scr debbb49- Running
f9-8nhlr Running
f Pending
Running
Pending
Running
Running
Running
Running
Running
aws-node-msssr Running
cluster- autﬂsca1er—'shhc94f4c—16qF4 Running
:3redn‘—5bb455df*R gg968 Running
coredns- -1 I"II"IJEm Running
ebs-csi LchrJ11er—14' &f9d: jm8 Running
ebs-csi-controller- j '6 Running
ebs-csi-node-7c96z Running
ebs-csi-node- i Running
ebs-csi-nod +] Running
ebs-snapshot- cnntr011ﬂr -0 / Running
kube-p 1jpxb Running
kube-pro Running
Running
Running

ORHKEC

O .

OO0 0DO0OC

==L -1=L=1=L= L=

DO«

-

o

[=Y=]

Fi gure 5: Qutput of kubectl get pods Conmand
3. To generate the log files for a specific node, type k | ogs -n namespace pod_nane.

For example, to view log files for a pod named kafka-connect-74df5885d-4qgxf, typek | ogs -n prod
kaf ka- connect - 74df 5885d- 4qqgxf

This error message appears during the installation of the Edge Agents (EA). It appears because EA was
developed on Oracle JDK and not open JDK.

This error message appears when the incorrect version of Javaisinstalled. The correct Java should
be Oracle Java 8. To review the version of Java, gotothe Regi st ry Edi t or and review the
CurrentVersion in Computer\HKEY LOCAL_ MACHINE\SOFTWARE\JavaSoft\Java Runtime
Environment.

To troubleshoot thisissue, close the EA service and reinstall EA.
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1. OpentheTask Manager and kill javaw.exe.
2. Install Oracle JRE 8 (or Oracle JDK 8 - download from Oracle here).
3. Reingtall EA. Refer to Installing and Running the Contact Tracing Collection Agent.

This error message appears while logging into EA.

This error message appears when the machine with EA is not domain joined, or there are not sufficient
trustsin place with the AD domain (the domain with the NES instance). The exception can be seen in
the ctca.log under %0AppData%o\Roaming\Nymi\ctca\logs directory. This indicates an incorrect URL in
the ctca.propertiesfile.

Note: The EA can be run manually in collection mode. Do this by executing the ctca.bat file manually
from the command prompt.

To troubleshoot this issue, edit the ctca.propertiesfile for the EA.
If the machine running EA is not domain joined:

1. Install EA on adomain joined machine.

2. Configure EA to use basic authentication (based on AD username and password) with the NES
instance. Ensure that network connectivity exists.

3. Thenes. user nane and nes. passwor d in the ctca.properties file must be encrypted.

a. Run the secretutil.cnd command for the NES username and the password. The output file
contains the encrypted username and password.

secretutil.cnmd -enc [ NES USERNAME] >[ QUTPUT FI LE NAME] . t xt

secretutil.cnd -enc [ NES PASSWORD] >[ OQUTPUT FI LE NAME] . t xt

b. Open the newly created output files. They contain the encrypted keys for the username and
password.

c. Copy the encrypted NES usernames and passwords to the ctca.properties file. Update the
following variables:

nes. user name
nes. password
If the URLsin the ctca.propertiesisincorrect:

1. Open the ctca.propertiesfile in C:\Nymi\ctca\conf.
2. Editthenes_url andagent _url .
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3. Ensurethetrust storelocationssl . t rust st ore. | ocat i on iscorrect and the truststore
certificate Kafka-tls-ca.jksisrenamed to kaf ka. cl i ent . t rust store

4. Save ctca.properties, then run the ctca<ver>.ms to reinstall EA.

Note: Thefall back logging directory is C:\Nymi\ctca. A directory named ctca will be generated if EA

isunable to find the local %Appdata% path for the current user.

Thisisan error that occurs when there is a disconnect between the system environment (env file) and
the CT consumer. This occurs when the CT consumer fails to write to the database.

To troubleshoot thisissue, you will update the CT processor's configuration.

1. Go to C:\Nymi\cwp\ctprocessor\config and open the context.xml file with a text editor.
2. Comment-out the following line:

<property name="url" value="jdbc:sqlserver://
# systemEnvironment['CT_DB_HOST "} :#{ systemEnvironment['CT_DB_PORT']}" />

3. Comment-in the following line:

<property name="url" value="jdbc:sqlserver://#{ systemEnvironment['CT_DB_HOST]}\
\#{ systemEnvironment['CT_DB_INSTANCE'}" />

The new section of code should look like the following (comments excluded):

<bean id="dataSource" class="org.apache.commons.dbcp2.BasicDataSource" destroy-method="close">
<property name="driverClassName" value="com.microsoft.sqlserver.jdbc.SQL ServerDriver" />
<property name="url" value="jdbc:sqglserver:/[#{systemEnvironment['CT_DB_HOST']}\

\#{systemEnvironment['CT_DB_INSTANCE']}" />
<property name="username" value="#{ systemEnvironment['CT_DB_USERNAME1}" />
<property name="password" value="#{ systemEnvironment['CT_DB_PASSWORD'|}" />
<property name="defaultCatalog" value="#{ systemEnvironment['CT_DB_CATALOG1}" />
<property name="defaultSchema" value="#{ systemEnvironment['CT_DB_SCHEMA'[}" />
<property name="initial Size" value="4"></property>
<property name="maxTotal" value="32"></property>
<property name="maxl|dle" value="8"></property>

</bean>

4. Re-launch the entire cluster.

The location and log files generated for Edge Agent s differ in alocal and remote configuration.
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When you install Edge Agent s locally on a user terminal, the edge_agents.log file appearsin the C:
\Nymi\Edge _Agents\Logs\ directory.

When you install the Edge Agent s on an RDP or Citrix sessions host, the following log files are
created:

» C:\Nymi\Edge Agents\Logs\edge agents.log file - Stores information about the Edge Agent s
service.

» C:\Nymi\Edge Agents\Logs\edge agentsl PAv4ddr ess.log file - Stores information about the
Edge Agent s processthat is started for a user session, wherel PAv4ddr ess isthe |P address of
the host that connects to the RDP/Citrix session host. Each user session will have a separate log file.

» Y%appdata%\Nymi\Edge Agents\Logs\EdgeAgentsLauncher.log - Stores information about the
EdgeAgentsL auncher processthat is started for a user session.

Note: %appdata%o
applies to the AppData\Roaming directory of the user that starts the session.

This error appears when you run the create.cluster command to create the EKS cluster.

Thisisan error that occurs when you attempt to create a second cluster in the same region as an existing
cluster with the same cluster name.

To resolve thisissue, perform the following steps on the Kubernetes Administration Terminal.

1. Edittheto CWP_12_depl oynent _f ol der /deploy/kube/init/aws/env file with atext editor.
2. Specify anew value for the CLUSTER_NAME variable.

3. Savetheenvfile.

4. Run the create.cluster command.

When you log into the Cont act Traci hg Dashboar d to view contact events, the events do not
appear.

Thisissue can occur when Edge Agent s cannot connect to the Kubernetes cluster because the
KafkaCA.pemfileis not valid. For example, an self-signed certificate was installed on the Edge
Agent s user terminal but the certificate on the server is not self-signed.
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The following error messages appear in the %AppData%\Nymi\Edge Agents\Logs\edge agents.log file:

sasl _ssl://server_nane/ bootstrap: SSL handshake fail ed

routines:ssl 3 get server certificate:certificate verify fail ed:

broker certificate could not be verified, verify that ssl.ca.location
is correctly configured or root CA certificates are installed (add
broker's CA certificate to the Wndows Root certificate store) (after
256ns in state SSL_HANDSHAKE, 30 identical error(s) suppressed)

1. Obtain avalid KafkaCA.pem file from the person who implemented the CWP cluster.
2. Replace the C:\Nymi\Edge Agents\certs\KafkaCA.pem with the correct certificate file.
3. Start the Edge Agent s process.
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The following section provides information about the Nymi-provided CWP deployment scripts.

Thedepl oy/ kube/ i ni t/ bar e/ env file contains the environment variables that are used during

the Kubernetes deployment.

Important variables for bare-metal installation include:

» K8S_ VERSI ON, which defines the Kubernetes version to install
e CLUSTER_NANE, which defines the name of the Kubernetes cluster

Thecr eat e- cl ust er startsadditional scripts during different stage of the deployment:

The script that installs kubernetes and is invoked with
sudo. The script supports the following options:

- C - Installs a Kubernetes master node. When this
option is excluded, the script installs a Kubernetes
worker.

- d - Installs and uses Docker for the container
runtime instead of the default container runtime
cont ai ner d.

- X - Disables the Control Plane Node isolation
mode. When you use this option, you cannot run
pods on the control plane nodes

This script creates the initial Control Plane Master node
in anew kubernetes cluster or join nodes to an existing
Kubernetes cluster. It needs to be invoked with sudo
and can take the following command line options:

- C - Initialize kubernetes cluster on the initial
master node

- S - Joins a secondary master to a kubernetes
cluster

- W- Joins aworker node to a kubernetes cluster

- evAPI _server _f gdn - Specifiesthe FQDN
of the control-plane API Server endpoint. The
default valueiskube- api - ser ver withIP
address that is mapped to the first Control Plane
Master node.
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¢ -t kubeadm t oken iscluster token for
anode to join the cluster> Thisis required for
secondary master nodes and worker nodes

» -h hash iscluster key hash for anode to join the
cluster. Thisisrequired for secondary master nodes
and worker nodes

Thedepl oy/ kube/ i ni t/ aws/ env file contains the environment variables that are used for the
installation.

The important variables for AWS include:

e CLUSTER_NANME - Name of the Kubernetes cluster.

* AWS_REG ON- AWSregion on which to install the EKS cluster.

* | NSTANCE_TYPE - AWS EC2 instance type to use for EKS worker nodes.

e M N _WORKER_ NODES: - Auto-scaling parameter that defines minimal number of worker nodesin
the cluster.

» DESI RED_WORKER_NCDES - Auto-scaling parameter that defines the number of worker nodesin
the cluster.

*  MAX_WORKER _NODES - Auto-scaling parameter that defines the maximal number of worker nodes
in the cluster

 ROOT_VOLUME_SI ZE - Disk size of each node in Gigabyte
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